Dynamic Level of Detail for Tiled Large High-Resolution Displays
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Abstract: Large high-resolution displays (LHRDs) combine high pixel density with a large display surface area. Level-of-Detail (LOD) methods can be used to accelerate view-dependent rendering of large data sets on such display systems. We present a new method for dynamic, view-dependent level-of-detail rendering for tiled display walls. Based on the user’s tracked head position and orientation, we determine the visible display tiles. Subsequently, we calculate the suitable LOD for each visible tile based on its location in the user’s field of view. We demonstrate the utility of our approach in a collaborative visualization setting for high-resolution digital terrain data.
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1 Introduction

Large high-resolution Displays (LHRD) are becoming increasingly popular environments for visualizing complex data. LHRDs can be designed as CAVE systems [Kuh14, DDS+09], multi-monitor desktop setups or arrays of LCD panels or projectors [SFF+00, CSWL02]. For more details on LHRDs see Ni et al. [NSS+06]. The combination of high pixel density and large display surface area allows the user to explore high-resolution data sets without explicit zooming. The user can observe small details by simply stepping closer to the display and the larger context is visible by stepping further back. In remote collaboration sessions, where two LHRDs are connected over a network, it is often necessary to transfer big data sets between the participating sites. To reduce the amount of data that has to be transmitted, foveated rendering for reducing the amount of data can be used. Foveated rendering selectively renders and transfers the data that the viewer can perceive at any given time, which requires only a subset of the display surface if the viewer is located close to the display [AKS+08, GFD+12]. One possibility to reduce the data is the use of level-of-detail (LOD) rendering. Dynamic LOD rendering reduces the complexity of the data with respect to the point of view in a virtual 3D scene.

In LHRD settings, we cannot assume a fixed distance between the user and the display.
Therefore, a dynamic LOD approach has to consider the current position and viewing direction of the user with respect to the display surface. For example, if the user is located close to the display, we may need an LOD level with a sub-pixel screen-space error, while users will not perceive errors of multiple pixels if they are further away. Furthermore, users might not see information presented on peripheral tiles of a LHRD if they are located near the display.

For that reason, we propose to combine dynamic LOD approaches with foveated rendering. We introduce a novel approach that uses head-tracking data for dynamic LOD calculations to speed up rendering, to save computing capacity, and for data reduction during transmission. We divide the LHRD surface into non-overlapping tiles. For tiled LCD walls, these tiles are usually identical to the size of individual LCD panels, but we can consider tiles in a more general sense. For each of these tiles, a screen-space error will be calculated dynamically in relation to the tracking information from the user. The screen-space error metric has to ensure that there is no perceivable difference between the original high-resolution data set and the LOD rendered data and has to be evaluated in real time.

We demonstrate the utility of our approach using a terrain rendering application. It requires a multiresolution representation, because terrain data mostly consist of height maps and can have millions of data points. Large objects such as terrains have the problem that always a part of the object is near the viewer and another part is far away. So it is a problem to choose one LOD for the whole object. View-dependent LOD methods solve this problem by using different LOD levels for the same object [Paj98, Eri00, BGP09]. For interactive or real-time rendering, multiresolution data structures are needed. We refer to Pajarola et al. for more details [PG07].

2 Our Approach

If the viewer is located close to the display surface, only a subset of LHRD tiles is visible. Here one tile refers to a single LCD panel. The number of visible tiles increases with the distance between the LHRD and the viewer. Thus, it is not necessary to render data for all tiles when the viewer is close. Conversely, if the viewer is further away, the number of visible tiles increases, but the level of detail for each visible tile may decrease.

In our approach, a tile have only one a single LOD level. See Figure 1 for an illustration of our prototype architecture. This has the advantage that differences between LOD levels are masked by the display bezels. In a first step, the visibility of tiles with respect to the user position and viewing direction is calculated, and the tiles are then classified into (i) tiles in the user’s central field of view, (ii) tiles in the periphery, and (iii) tiles outside of the user’s field of view.

Then, the appropriate screen-space error is determined for each visible tile, so that there is no visible error for the user. The screen-space error for a tile depends on the position and view direction of the user in relation to the position of the tile. Based on this screen-space error the matching LOD level is chosen. Finally, the data will be rendered with the chosen
LOD level and, depending on the communication scenario, the reduced rendered view, will be transmitted to the other communication side.

We consider two communication scenarios for data transmission between two communication sites $A$ and $B$. One scenario is a presenter scenario where as example side $A$ is a presenter and the other side $B$ is the audience. In this case Side $A$ only needs to see his own view, because the presenter doesn’t need the views of the audience. But it’s necessary to transmit the rendered view from side $A$ to side $B$ so that the audience can follow the presenter’s explanations.

Another scenario is the collaborative work between side $A$ and $B$. Here each side has to render their own view and each side has to know what the other side is seeing. So each side have to transmit his rendered view to the other side. See Radloff et al. [RLSS12] for more details on the two scenarios.

### 2.1 Tile Visibility

A tile can either be in focus (i.e., in the central view of the user), in the periphery or outside of the field of view. We track the user’s head position and orientation to determine tile visibility. Based on the position $P$ and the gaze vector $\vec{g}$ obtained from a tracking and with the physical characteristics of the LHRD (i.e., position, shape, size), the intersection point $I$ between the gaze vector and the LHRD can be calculated, see Appendix A. $I$ is the central focus of the user on the LHRD. It can be possible that the user’s line of sight is not...
intersecting with the display surface.

Note that even if the focus of the user is outside of the display surface, it is necessary to render those tiles, which are in the periphery of the user’s current field of view. Therefore, the angles $\alpha_i$ between the line of sight $\vec{s}$ and the vectors $\vec{c}_i$ between the middle points of the tiles to the user position $P$ are determined.

If $\alpha > 0^\circ$ and $\alpha \leq 90^\circ$ then the corresponding tile is in the periphery of the user. If $\alpha = 0$ then it is the central focus point and if $\alpha > 90^\circ$ than a tile is outside the field of view.

If we only use the middle point of a tile for visibility testing, we need to guarantee an error bound for the whole tile. So instead of testing for $\alpha > 90^\circ$, a more conservative angle of $60^\circ$ is chosen. For a more precise visibility calculation of a tile we would need to calculate the smallest possible angle between the line of sight and the lines from the user position $P$ to all points inside the tile.

### 2.2 LOD Assignment

We calculate the screen-space error $\rho$ using Eq. 1 based on Ware [War13]:

$$\theta = 2 \cdot \arctan \left( \frac{h}{2 \cdot d} \right),$$  \hspace{1cm} (1)

where $\theta$ is the visual angle and is approximately one minute of arc for the foveal region of the human eyes with the highest acuity. $h$ is the physical pixel height on the display and $d$ is the distance between the eye and a pixel on a display. Rewriting Eq. 1 yields

$$1 = \frac{2 \cdot d \cdot \tan \left( \frac{\theta}{2} \right)}{h}.$$  \hspace{1cm} (2)

Instead of $\theta$ in Eq. 2, we use a tolerance angle $\theta_t$:

$$\theta_t = \frac{1 + (1 - \cos(\alpha_i)) \cdot 20}{60}.$$  \hspace{1cm} (3)

Since we are using a threshold of $\alpha = 60^\circ$, $0^\circ \leq \alpha_i \leq 60^\circ$, Eq. 3 implies than $\frac{1}{60} \leq \theta_t \leq \frac{11}{60}$. If a user looks straight ahead to the center of a tile, $\alpha = 0^\circ$ and $\theta_t = \frac{1}{60}$ which corresponds to the limit of visual acuity. For a tile in peripheral vision, $\alpha$ becomes bigger and $\theta_t$ can be increased because visual acuity is also reduced in the periphery.

For the calculation of $\rho$, we change Eq. 2 by replacing $\theta$ with $\theta_t$ as follows:

$$\rho = \frac{2 \cdot d \cdot \tan \left( \frac{\theta_t}{2} \right)}{h}.$$  \hspace{1cm} (4)

We assume that the data used for LOD rendering is available in a multiresolution representation. Thus, we need to determine the correct multiresolution level for each visible tile. At the borders of the tiles the data can be cut off for this tile. For all parts of the object inside a tile, the LODs in the multiresolution data structure have to be determined based on the calculated screen-space error. This is a cut through the multiresolution data structure. This cut is done for each tile and than one cut for the whole multiresolution data structure.
over the LHRD is constructed that consist of all the cuts from the tiles. If more then one cut exists for the same part of the data the cut with the smaller error (higher details) will be chosen.

3 Implementation and Results

In this section we describe our prototype implementation and experimental results. The architecture of our prototype is shown in Section 2 in Figure 1. In a preprocess the terrain data will be load and the quadtree and tiles will be created. At runtime the following main steps are carried out for each tile.

1. Determine tile visibility
2. Calculate screen space error for the tile
3. Determine LOD level if tile is visible.

3.1 Implementation

Our terrain rendering method is based Löffler et al. [LSS10]. In our implementation, a quadtree is used as the central data structure. A quadtree node comprises its child modes and surface patches. A patch is a collection of triangles which is optimized for GPU rendering. We further use the Chunked LOD algorithm from Thatcher [Ulr02] for LOD management.

Additionally, we implemented a feature selector connected to a tracked input device. This feature selector corresponds to a fixed field of view of 20°, which allows the user to choose the highest LOD level for a tile inside of the field of view of the feature selector. This feature selector can be used to highlight parts of the terrain regardless of the current position of the user.

3.2 Prototype Setup

We implemented our prototype in C++, using the Vrui toolkit for rendering [Kre08]. Our rendering cluster consists of one master and six rendering nodes. Each rendering node is equipped with two NVIDIA GTX 260 graphics boards, and each graphics board is connected to two displays.

We use 12-camera OptiTrack tracking system from NaturalPoint. The tracked volume in front of the LHRD was approximately 3.4 m wide, 3.0 m deep, and 3.0 m tall.

The LHRD is a tile LCD wall comprising 24 with a resolution of 1920 × 1200 pixels for each panel, which are arranged is six columns and four rows (see Figure 2). The total resolution of the system is approximately 55 gigapixels.
3.3 Results

Figure 2a shows the results for a single user focusing on the left side of the display. Figure 2b illustrates two simultaneous users. One user focuses on the right side of the display and the second user on the lower left corner. Note that, for illustration purposes, the users are not visible to avoid occlusion.

For our first experiment, we used a terrain data set with $8096 \times 8096$ points. Results are listed in Table 1. The table includes the distance of the user, the frame rate (fps) and the active tiles. The user is always looking at the center of the LHRD, except in the penultimate row. That the frame rates not change significant, except in the last line, is caused through the fact that the frame rate depends on the slowest node. And in our implementation the work balance in the cluster is that each node only cares about the four tiles that are connected to him. So at the moment we have no advantage, from the nodes that have less or nothing to do, for rendering.

The fact that in the last and in the penultimate line in Table 1 the same number of tiles are active but the frames per second change, is a result of our system architecture. In the last line two active tiles belongs to one node of our rendering cluster. In the penultimate line all four active tiles belong to one rendering node. So in the penultimate line a node in our rendering cluster has to render four active tiles and in the last line only two active tiles. This explains the different frame rates.

For the second experiment, we used a terrain model with a resolution of $4096 \times 4096$ data points. Results are shown in Table 2. The table includes additional to Table 1 the minimal and maximal screen space error of all tiles, which is calculated for the LOD selection. The frame rate is slowing down from the first row to the penultimate row because the user is stepping closer to the Powerwall. So the minimal screen space error has to decrease to achieve that it’s look, in the users perception, as there is no error in the display. Note that in the last row the frame rate is increasing, because of the same reason as described for the first experiment above.
Table 1: Results with a data set with 8096 × 8096 data points. The user is always looking at the center of our Powerwall, except in the penultimate row.

<table>
<thead>
<tr>
<th>user distance</th>
<th>fps</th>
<th>active tiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>3m</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>2.5m</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2m</td>
<td>11-13</td>
<td></td>
</tr>
<tr>
<td>1.5m</td>
<td>11-15</td>
<td></td>
</tr>
<tr>
<td>1m</td>
<td>11-16</td>
<td></td>
</tr>
<tr>
<td>0.5m</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>0.2m</td>
<td>12-20</td>
<td></td>
</tr>
<tr>
<td>0.2m</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results with a data set with 4096 × 4096 data points.

<table>
<thead>
<tr>
<th>user distance</th>
<th>minimal error</th>
<th>maximal error</th>
<th>fps</th>
<th>active tiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0m</td>
<td>3.01</td>
<td>37.06</td>
<td>30.0</td>
<td></td>
</tr>
<tr>
<td>2.5m</td>
<td>2.45</td>
<td>33.23</td>
<td>28.7</td>
<td></td>
</tr>
<tr>
<td>2.0m</td>
<td>2.16</td>
<td>17.09</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td>1.5m</td>
<td>1.59</td>
<td>16.81</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>1.0m</td>
<td>1.38</td>
<td>11.9</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td>0.5m</td>
<td>1.16</td>
<td>6.12</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>0.2m</td>
<td>0.49</td>
<td></td>
<td>37.7</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3: a: Only the tile selected through the feature selector is activated. b: The user is looking in the above right corner and the feature selector points to the lower left corner.

The Perception of switching tiles on and off, for a user, depends on the assumed field of view. In our implementation it’s possible to see the switching in the periphery, but because it’s in the periphery our experiments have shown that it’s not disturbing very much. To avoid a disturbance through the switching fully, a bigger field of view have to be assumed. But this would lead to higher computational costs and a higher data transmission rate.

Figure 3a depicts the use of the feature selector. Figure 3b shows the result when a user is looking at the LHRD and when the feature selector is used in addition.

4 Conclusions

We have presented a concept to do dynamic LOD in real-time on LHRDs for multiple user which depends on the distance and gaze vector of a user and on the position of the LHRD. This can be useful for exploring large data sets like terrains on LHRDs. With our approach we can reduce the computing power and the data transmission amount.

If displays with bigger physical sizes are used all four corners of a display could be checked instead of only the middle point. Otherwise it is possible that a tile is deactivated to early.

We have only used head tracking for determining the gaze vector of a user. So if the users head point in one direction and his eyes look in another direction the determined gaze vector from the head tracking is pointing to a wrong direction. This leads to a wrong rendering on the LHRD. For more accurate results for a user eye tracking is necessary.

A important point for our future work would be to evaluate our results. With the help of user study’s we could evaluate if a user is aware of switching tiles on and off and that the display bezels conceal the change between different level of details. An also interesting point would be to measure the system latency, because a user can change his view direction very fast.

We also need to improve the work balance on our cluster to speed up the rendering. At the moment a node in the cluster is only doing the work for his four displays. So if a node have nothing to do because all of his displays are switched off, the node should be used for
the rendering work of the other nodes.
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A Intersection Point

Based on the position $P$ and the gaze vector $\vec{g}$ obtained from a tracking the user’s line of sight $\vec{s}$ is calculated as

$$\vec{s} = P + \lambda \vec{g}. \quad (5)$$

If the LHRD is in a single plane and assuming that the center of the LHRD is the origin of our world coordinate system, the LHRD plane can be described parametrically with the parameters $u$ and $t$ as $E$:

$$E = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} + u \cdot \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} + t \cdot \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} u \\ 0 \\ t \end{bmatrix} \quad (6)$$

To obtain the intersection point between the line of sight and the LHRD we have to solve $\vec{s} = E$. This leads to the following system of equations:
\[ P_x + \lambda \cdot \vec{g}_x = u \] \hspace{1cm} (7)
\[ P_y + \lambda \cdot \vec{g}_y = 0 \] \hspace{1cm} (8)
\[ P_z + \lambda \cdot \vec{g}_z = t \] \hspace{1cm} (9)

To determine \( \lambda \) we only have to solve Eq. 8:

\[ \lambda = \frac{-P_y}{\vec{g}_y}. \] \hspace{1cm} (10)

Based on Eq. 5 and Eq. 10, we can calculate the intersection point \( I \) using

\[ I = P + \frac{-P_y}{\vec{g}_y} \cdot \vec{g}. \] \hspace{1cm} (11)