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ABSTRACT

Exploring and comparing categorical time series and finding tem-
poral patterns are complex tasks in the field of time series data
mining. Although different analysis approaches exist, these tasks
remain challenging, especially when numerous time series are con-
sidered at once. We propose a visual analysis approach that sup-
ports exploring such data by ordering time series in meaningful
ways. We provide interaction techniques to steer the automated
arrangement and to allow users to investigate patterns in detail.

Index Terms: H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Graphical user interfaces (GUI) I.5.3 [Clustering
]: Algorithm—Similarity measures

1 PROBLEM DESCRIPTION

Categorical time series consist of nominal data values. In many do-
mains, such time series result from some underlying configurable
process, e.g., machine learning algorithms for activity recogni-
tion [4]. In this case, different time series emerge from alternative
parametrizations of the algorithms. To evaluate the algorithms and
the influence of the available parameters, typically a large amount
of time series needs to be analyzed and compared to find patterns
and relate them to the examined parametrizations. Although several
analysis approaches in the fields of time series data mining and hi-
erarchical dimension ordering address this problem (cf. [5]), it still
remains challenging to support users in such analysis tasks.

To ease direct comparison of multiple time series, they are com-
monly visualized in a row-wise alignment (Fig. 1). Esling et al. [2]
compare such visual analysis with the extraction of knowledge from
the data’s shape and refer to the humans’ natural perception capac-
ity to perform such tasks through visual skills. Nevertheless, this
is only possible if the time series are sorted in a way that certain
patterns become visible. To facilitate the recognition of temporal
patterns, it is required to arrange the time series in appropriate se-
quences. Ideally, such sequences are groupings of similar time se-
ries in regard to specific aspects (e.g., co-occurrences). To obtain
these sequences, three major challenges have to be addressed.

The first challenge is to select appropriate similarity metrics.
Well known numerical metrics, e.g., Lp norms, can not directly be
applied since they do not fit the characteristics of categorical data.
Simply applying them would imply representing the different cat-
egories with numerical values which introduces an artificial order.
On the other hand, edit distances as categorical metrics are better
suited for our time series data.

The second challenge is to find algorithms that generate suitably
ordered sequences of multiple time series, so that immanent pat-
terns are unveiled. To bring similar time series close together, it
makes sense to group time series by their similarity and then deter-
mine a good order of the groups. Thus, a similarity based sequenc-
ing typically results in a hierarchy similar to hierarchical cluster-
ing. Hence, the success of a sequencing algorithm – in regard to
unveiling patterns – basically relies on building such a hierarchy
and finding an appropriate traversal order.
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The third challenge is dealing with the large number of possible
sequences. A set of n categorical time series results in n! possible
permutations, each of them potentially reveals noteworthy patterns.
Even reducing the number of sequences using a fixed set of differ-
ent similarity metrics and deterministic sequencing algorithms, it
remains challenging to find sequences which match specific analy-
sis goals. Hence, manual inspecting and analyzing several different
sequences, even when they are tailored to some specific application
requirements, remains necessary.

Due to these three challenges it is obvious that there is no single
sequence that reveals all relevant patterns (Fig. 1). Bertin [1] states:
“a graphic is constructed and reconstructed until it reveals all the
relations in the data”. On this account, we present a visual analysis
approach that supports users in generating meaningfully ordered se-
quences of categorical time series using automated and interactive
means and thus, facilitates the visual detection of temporal patterns.

tim
e

se
ri

es

a) A A C C A
A B B A A
B B C C C
A B B B A
A A A C C
A A B B B
A B B C C

b) B B C C C
A B B C C
A B B A A
A B B B A
A A B B A
A A C C A
A A A C C

c) A A C C A
A A A C C
A B B C C
B B C C C
A B B A A
A B B B A
A A B B A

Figure 1: Different sequences of categorical time series. The ran-
dom sequence a) does not reveal patterns. The sequence b) allows
for comparing occurrences of categories A and B but not of C. The
sequence c) shows patterns of categories B and C but not of A.

2 APPROACH

Our visual analysis approach consists of two main aspects: First,
we extend the edit distance. Second, we propose a novel automated
sequencing algorithm. Further, we integrate interaction techniques
that allow for steering the automated sequencing, enable exploring
subsets of time series, and support manual adjustments for finding
global and local patterns.

2.1 Similarity Metric
A well known metric applicable to categorical time series is the
edit distance [3]. The edit distance between two time series is de-
fined by the minimal number of the operations substitute, insert,
and delete, that are necessary to convert one time series into the
other. Although this metric adequately rates similar time series, its
sensitivity decreases with larger numbers of differences. Moreover,
temporal aspects are neglected as it only registers the fact of devia-
tion (e.g., at which time points differences are located). We address
this problem by applying a weighting scheme to the time points.
Time points that are temporally far apart are weighted differently
than time points that are closer together. This way, we derive a
temporally weighted edit distance that produces different similarity
values for edit operations at different time points.

2.2 Sequencing Algorithm
To support the recognition of patterns within the set of all possible
sequences, we follow two criteria:

(a) group similar time series and
(b) form transitions between groups.



According to this, our sequencing algorithm comprises three steps.
The first step works as a hierarchical clustering to find groups. The
next step is to determine a suitably ordered sequence of the groups
generated in the first step. To this end, it is necessary to define a
good starting point for traversing the clustering hierarchy. In the
last step the final sequence is extracted. The complete procedure is
detailed in the following.

1. Creating Groups Each time series is considered as a node.
All nodes are connected with each other by weighted edges that
reflect the edit distance between the nodes (Fig. 2a). We start build-
ing the hierarchy by selecting a random node as root and from there
on construct a minimum spanning tree (MST, Fig. 2b). For this
purpose, we use a modified version of Prim’s algorithm. Instead
of allowing an arbitrary connection of equidistant nodes, we select
one node to serve as the parent of the others. Without this mod-
ification, the MST may comprise connections that introduce un-
necessary breaks in the MST-traversal. The MST clusters similar
time series to address criterion (a). Criterion (b) is considered as
the MST connects different groups by a path of minimal edges and
consequently forms a transition between the groups by the nodes
along this path.

2. Finding a Starting Point The randomly selected root node
in the previous step is often not an appropriate starting point for the
tree traversal in the next algorithm step. If the node has multiple
large subtrees (Fig. 2c), the node would cause multiple large breaks
in the resulting sequence due to the tree traversal. To reduce these
breaks, we search for a proper node that simplifies the hierarchy tree
by rearranging the tree along this node (the yellow node in Fig. 2c).
This node can be found by different heuristics (e.g. the deepest
node). In many cases the rearrangement decreases the width of the
tree (Fig. 2d) and consequently results in a simpler tree structure
that causes fewer breaks in the resulting sequence of the next step.

3. Sequence Extraction To finally extract an ordered se-
quence of the categorical time series from the MST, the tree is tra-
versed using a depth-first search. To further meet criterion (b), we
developed a decision function that determines the traversal order in
case of multiple branches. It uses a density measure based on the
subtrees and traverses compact subtrees in favor of loosely-packed
ones. By doing so, diverging time series located in loosely-packed
subtrees are rather located at the end of the final sequence.
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Figure 2: Time series (nodes) and their similarities (edges) are rep-
resented as a graph (a). A random root node (green) is selected and
similar time series are grouped to create a hierarchy (b). The deep-
est node (yellow) is selected as the new root (c). The hierarchy is
rearranged and traversed from the root to extract a sequence (d).

2.3 Interaction

The resulting sequences of the above algorithm provide an appro-
priate basis for further explorations. To address user needs and
interests, we integrate several interactions to refine the sequences.
First, the user can choose between alternative weighting schemes
for the edit distance to focus on different temporal aspect. Addi-
tionally, it is possible to build ordered sequences based on selected
time intervals or categories. An interactive reordering of time series
within a sequence is allowed by drag and drop.

3 DISCUSSION AND FUTURE WORK

The presented visual analysis approach extends prior work in the
field of sequencing categorical time series data. Our approach
is generally independent from the concrete visualization and has
been developed to support the finding and recognition of patterns
in aligned categorical time series. For example, it can be applied
to pixel-based visualizations [4] or to glyph-based visualizations
(Fig. 1). Figure 3 shows its application to color-coded categorical
time series. The default (arbitrary) order of the time series (Fig. 3a)
suggest a random distribution. Figures 3b and c illustrate how the
order influences what can be seen from the visualization. The se-
quence in Fig. 3b, generated with the original edit distance, groups
the co-occurrence of categories all at once. In contrast, the sequence
in Fig. 3c has been generated using an edit distance with an ascend-
ing time point weighting. This sequence emphasizes time series
that are more similar in the last quarter of the data. As we see,
our weighted metric and new sequencing approach are a promising
method to deal with categorical time-evolving data.

While examining different data sets, it became apparent that an
appropriate description of user interests and their translation to cor-
responding metrics remains the most challenging part. So far, there
is no solution to automatically map a user interest to a proper se-
lection of similarity metrics and parametrization of the sequencing
algorithm. Thus, it remains tedious to explore the data for poten-
tially noteworthy sequences.

For future work we plan to extend our approach to make it more
flexible and to further integrate the user’s interests and the prop-
erties of the data. To support the user in the analysis of different
sequences and to make them comparable, we intend to calculate
multiple metrics of information content (e.g. entropy, signal-to-
noise ratio) and to evaluate to what extend these metrics address
the user’s interests. This way, it is possibly to generate multiple se-
quences and to suggest those with a high information content. Our
approach has been implemented in a interactive prototype and is
available for demonstration.
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Figure 3: Sequencing results of a set of 216 categorical time series
with 500 time points. The arbitrary sequence (a) results in a noisy
visualization with no apparent patterns. The sequence (b) was gen-
erated using the edit distance and reveals groups of similar time se-
ries. The sequence (c) was produced using a temporally weighted
edit distance and shows a stronger grouping towards the end.
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