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ABSTRACT

Visualization has become an accepted means for data exploration and
analysis. Although interaction is an important component of visual-
ization approaches, current visualization research pays less attention
to interaction than to aspects of the graphical representation. There-
fore, the goal of this work is to strengthen the interaction side of
visualization. To this end, we establish a unified view on interaction
in visualization. This unified view covers four cornerstones: the data,
the tasks, the technology, and the human. Addressing challenges and
questions related to these cornerstones, we develop novel concepts
and techniques for interaction in the context of visualization. In ad-
dition to providing novel solutions for individual problems, a major
contribution of this work is the comprehensive discussion of interac-
tion in visualization as a whole. This also includes the formulation of
research topics for future work with a focus on interaction.

ZUSAMMENFASSUNG

Visualisierung hat sich zu einem unverzichtbaren Werkzeug fiir die
Exploration und Analyse von Daten entwickelt. Obwohl Interaktion
ein wichtiger Bestandteil solcher Werkzeuge ist, wird der Interaktion
in der aktuellen Visualisierungsforschung weniger Aufmerksamkeit
gewidmet als Aspekten der graphischen Repréasentation. Daher ist es
das Ziel dieser Arbeit, die Interaktion im Bereich der Visualisierung
zu starken. Hierzu wird eine einheitliche Sicht auf Interaktion in der
Visualisierung entwickelt. Diese einheitliche Sicht stiitzt sich auf vier
Eckpfeiler: die Daten, die Aufgaben, die Technologie und den Men-
schen. Die Herausforderungen und Fragestellungen, die mit diesen
Eckpfeilern in Verbindung stehen, werden durch die Entwicklung
neuer Interaktionskonzepte und -techniken adressiert. Neben der Be-
reitstellung neuer Losungen fiir individuelle Probleme, liegt ein wich-
tiger Beitrag dieser Arbeit in der ganzheitlichen Diskussion von In-
teraktion im Visualisierungskontext. Hierzu gehort auch die Erar-
beitung von Forschungsthemen fiir zukiinftige Arbeiten mit Schwer-
punkt auf Interaktion.
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Part1

THE INTRO

This first part summarizes the key insights and results of
this work. A common ground of understanding will be es-
tablished by developing a unified, structured view on in-
teraction in visualization. Under the umbrella of this view,
novel interaction approaches addressing relevant open re-
search questions will be presented.






INTRODUCTION

1.1 MOTIVATION AND BACKGROUND

Visual representations have been used for ages as a communication
aid among human beings [244]. Nowadays, we live in a world full of
data. Technological advances have led to a situation where we collect
excessively far more data than we can make sense of. This problem
has become known as information overload [317]. As early as in the
1980s, visualization pioneers recognized the enormous potential that
modern computers would offer in terms of analytic power, graph-
ics output, and interactive manipulation to address the information
overload. McCormick et al. [250] formulated the key idea behind vi-
sualization as:

“Visualization is a method of computing. It transforms the
symbolic into the geometric, enabling researchers to ob-
serve their simulations and computations. Visualization
offers a method for seeing the unseen. It enriches the pro-
cess of scientific discovery and fosters profound and un-
expected insights.”

— McCormick et al. [250]

With this definition, McCormick and colleagues paved the way for
visualization as a distinct field of computer science in general and
computer graphics specifically. At its core, the definition brings to-
gether the capabilities of human perception and cognition and the
computational abilities of computers as the key components. Accord-
ingly, Card et al. [70] define visualization as the “use of computer-
supported, interactive, visual representations of data to amplify cog-
nition”. Or as Ware [366] puts it plainly:

“It is useful to think of the human and the computer to-
gether as a single cognitive entity, with the computer func-
tioning as a kind of cognitive coprocessor to the human
brain. [...] Each part of the system is doing what it does
best. The computer can pre-process vast amounts of in-
formation. The human can do rapid pattern analysis and
flexible decision making.”

— Ware [366]
Computer-generated visualization has always included the notion

of interactivity. However, much of the literature on visualization fo-
cuses, in fact, on the visual part, not so much on the interaction part.
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Data > Data > Visual Visualization
Source Tables Abstractions Views User
Data Visual View
Transformations Mappings Transformations

Figure 1.1: The visualization pipeline [70].

Many visualization publications describe in detail aspects of the vi-
sual representation, but less is reported about the design and the
engineering of interaction in visualization. Several other researchers
have taken note of this deficiency:

“Even though interaction is an important part of informa-
tion visualization (Infovis), it has garnered a relatively low
level of attention from the Infovis community.”

— Yi et al. [385]

“Until recently, the focus of InfoVis has been more on the
graphical representation and less on the interaction.”

— Fekete [118]

“Also, although interaction isn’t yet a primary theme, the
visualization research literature reflects an increasing fo-
cus on it.”

— Keefe [199]

“Unfortunately, interaction is not discussed at all in graphic
design, and even visualization textbooks tend to down-
play this angle.”

— Elmgqvist et al. [112]

A possible explanation for why interactive aspects are not on equal
terms with visual aspects can be found in our model of visualization
as manifested in the visualization pipeline, of which several variants
exist [147, 70, 78, 100]. Let us take a closer look at the visualization
pipeline by Card et al. [70] as depicted in Figure 1.1.

VISUAL ASPECTS In terms of visual aspects, the pipeline prescribes
how data is to be transferred through several stages from a data
source to data tables, to visual abstractions, and finally to visualiza-
tion views. Data transformations, including filtering, clustering, error
correction, can be found in the early stage of the pipeline. At the heart
of the pipeline is the mapping of information to visual variables [56].
Finally, geometrical primitives and associated graphical attributes as
generated in the mapping stage are rendered to visualization views,
that is, to visual representations to be interpreted to gain insight.



1.2 GOAL AND CONTRIBUTION

The visualization literature describes a number of criteria that must
be observed when data are transferred to visual representations. The
economic model of visualization by van Wijk [354] demands that the
benefits of using visualization as a means to gain insight outweigh
the costs involved in carrying out the process (i.e., computation and
interpretation). A necessary condition to achieve beneficial visual rep-
resentations is to consider the two key visualization criteria expressive-
ness and effectiveness as identified by Mackinlay [243]. Visual represen-
tations are expressive if they actually do express the desired informa-
tion. Effectiveness relates to exploiting the capabilities of the output
medium and the human visual system.

Taken together, the visualization pipeline and related visualization
criteria, provide widely accepted blueprints for generating meaning-
ful visual representations of data.

INTERACTION ASPECTS Let us now consider the aspects of inter-
action and the level of detail with which the visualization pipeline
illustrates how users are involved in the visualization process. The
particular visualization pipeline in Figure 1.1 incorporates the user in
two different roles. On the one hand, the user is the recipient of the in-
formation communicated via visualization views. On the other hand,
the pipeline suggests that the user is an active participant controlling
the different stages of the transformation from data to views.

However, in contrast to the description of visualization as a trans-
formational process across several stages, the arrows indicating inter-
action in Figure 1.1 remain vague. Not much do we learn about the
interaction itself, the interaction design, the principal interaction com-
ponents, and how interaction can be implemented in a visualization
infrastructure. This lack of details on interaction may be one reason
for the imbalance of visual aspects and issues of interactivity.

1.2 GOAL AND CONTRIBUTION

The goal of this work is to address the discrepancy between visual as-
pects and aspects of interaction. To this end, we look at visualization
from an interaction perspective. We develop an encompassing view
of interaction in visualization bringing together the relevant concerns
under a common hood. Data and tasks are key factors of visualization
and likewise they are primary concerns to be considered for interac-
tion. Our unified view is completed by the human user as the recip-
ient of visual information and active participant in interactive data
exploration and analysis, as well as by the technology providing the
means for display, interaction, and computation. That said, the topic
of research of this work is to investigate interaction in visualization
comprehensively under a unified view along the four key factors data,
tasks, human, and technology
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Studying these factors individually, we contribute novel interac-
tion approaches that, taken together, strengthen interaction in visu-
alization as a whole. Addressing the data, we develop novel solu-
tions taking into account both the structure of data as well as the
spatio-temporal frame of reference in which data are usually given.
With regard to tasks, we present novel interaction techniques for vi-
sual comparison and data editing, both of which being tasks that
have not been investigated from an interaction perspective in previ-
ous studies. We introduce techniques that utilize different interaction
technologies, including regular mouse and keyboard interaction, but
also modern touch interfaces and physical interaction in front of large
high-resolution displays. Focusing on the human user, we propose
techniques for reducing interaction costs by considering inspiration
from natural interaction, by following real-world workflows, and by
integrating analytical methods.

The interaction side of visualization is also strengthened from an
engineering perspective. We develop a novel multi-threading architec-
ture that can serve as a general basis for engineering interactive visu-
alization approaches. We explain how larger interactive visualization
architectures can be designed by the example of a system for graph ex-
ploration. Our solutions incorporate modern display technology and
interaction modalities to implement novel ways of interacting with
visual representations of data.

Based on a summarizing reflection of the proposed interaction ap-
proaches, we identify directions for future research. With the uni-
fied view on interaction in visualization, with the novel interaction
approaches taking into account the data, the tasks, the technology,
and the human, as well as with the identification of open research
questions, this work significantly contributes to lifting interaction to
a level that corresponds to its undisputed importance.

1.3 OUTLINE

This thesis is divided into three parts. Part i, to which this introduc-
tion belongs, will review the basics of interaction, discuss the role of
interaction in visualization, identify the challenges to be addressed in
this work, and summarize our contributions accordingly. Chapter 2
starts with an introduction to the fundamental concepts of interaction
in general and interaction in visualization specifically. This introduc-
tion will collect different definitions that are otherwise considered
only separately. We further discuss the advantages and disadvantages
of interaction in visualization and take a look at the issue of engineer-
ing interactive visualization solutions. Building upon the fundamen-
tals and associated discussions, we identify challenges for interaction
in visualization in Chapter 3.



1.3 OUTLINE

In Chapter 4, we present our unified view on interaction in visu-
alization with interaction engineering as the foundation upon which
we build four cornerstones corresponding to the data, the tasks, the
technology, and the human. Along this unified view, we introduce
novel interaction approaches. The multi-threading architecture for in-
teractive visualization proposed in Section 4.1 will address interac-
tion engineering on a fundamental level. Section 4.2 will set the focus
on the data aspect, introducing novel ways of interacting with graph
structures and movement trajectories in space and time. The task as-
pect is taken up in Section 4.3, where we develop new interaction
techniques for comparison and data editing tasks. In Section 4.4, we
present tangible views and physical navigation in front of large dis-
plays as novel ways of interaction taking advantage of technological
advance. Addressing the human user, we discuss the use of event-
based methods and navigation recommendations as means to reduce
interaction costs in Section 4.5. All approaches are described in a com-
pact way, presenting the key messages with respect to interaction in
visualization.

Chapters 5-13 of Part ii collect the original publications that this
thesis builds upon. These chapters provide the details for the ap-
proaches that we summarize briefly in Sections 4.1—4.5. Except for the
correction of typographical errors, the content presented in Part ii is
identical to the original publications. The layout of figures and tables,
the typesetting, and the citations have been harmonized to match the
style of this thesis.

Part iii provides an overall summary and conclusion. Key concerns
are to derive and discuss insights about the greater picture behind
this work and to identify research topics for future work on interac-
tion in visualization.






BASIC CONSIDERATIONS

This chapter takes a look at some fundamental aspects of interaction.
We will first consider general human-computer interaction, before we
shift our focus to visualization-specific questions of interaction.

2.1 HUMAN-COMPUTER INTERACTION

A primary source of scholarly literature on interaction is the realm of
human-computer interaction (HCI) research [97, 87]. A general model
for interaction, which also applies to human-computer interaction, is
described by Norman [262], who conceptualizes interaction as a loop
of two phases: the execution phase and the interpretation phase (see
Figure 2.1). Starting with the human’s goal, the execution phase is
concerned with the formation of an intent to interact, the mental plan-
ning of the interaction, and the actual execution of the plan. Perform-
ing this first phase results in a response. Its interpretation is captured
in the second phase of the loop. This includes the perception of the re-
sponse, the mental interpretation of it, and its evaluation with regard
to the intent that induced the interaction. As both phases occasion
costs, Norman denotes them as gulfs of execution and evaluation.
Similar to the criteria expressiveness and effectiveness in visualiza-
tion, there are certain criteria that interaction has to obey for the gulfs
to be narrow. Usability [260] and user experience [154] are key cate-
gories which subsume criteria such as predictability, consistency, cus-
tomizability, satisfaction, engagement, responsiveness, and task con-
formance, to name only a few. The rationales behind many of these
criteria are also covered in a corresponding ISO standard [185].
Seeking to increase the level of conformance with these criteria,
HCT researchers have proposed several themes of interaction. Early
research focused on interaction using windows, icons, menus, and
pointers, commonly known as the WIMP paradigm [97]. A classic

Goal

Evaluation Interpretation Perception
- - -
of Response of Response of Response

Human « « « Gulf of Evaluation System

Gulf of Execution -» —» -

> Formation of > Formation of > Execution of

Intent Action Plan Action Plan

Figure 2.1: The human action cycle [262].



10

BASIC CONSIDERATIONS

and most prevalent theme, also in visualization, is direct manipulation
as proposed by Shneiderman [303]. With the advent of modern inter-
action devices, new ways of interacting became possible, the so-called
post-WIMP era [349]. Tangible interaction [184] is based on interaction
with tangible objects in the real world. Beaudouin-Lafon [50] coins
the term instrumental interaction to capture the idea of using interac-
tion instruments to manipulate domain objects. Reality-based interac-
tion [187] and natural interaction [348] are the next steps in a line of
recent developments that include aspects of greater awareness of the
user and the environment in which the interaction takes place.

These models and studies from the HCI literature contribute largely
to a better understanding of the role and needs of human beings inter-
acting with computers in general. The specific aspects of interaction
in the context of visualization deserve further elaboration.

2.2 INTERACTION IN VISUALIZATION

Spence [310] describes visualization as a tool to support humans in
forming mental models of otherwise difficult-to-grasp complex phe-
nomena. The fact that people form mental models suggests that inter-
action be a principal ingredient of visualization. In fact, the visualiza-
tion pipeline by Card et al. [70] includes interaction in form of a user
who controls the individual transformation stages and who receives
responses via visual feedback (see Figure 1.1).

There are several reasons why users need to have interactive con-
trol. Given today’s large and complex datasets it is usually impossi-
ble to encode all facets of all data into a single visual representation.
Therefore, an iterative process has to take place during which differ-
ent parts of the data are brought to the display with emphasis on
different facets of the data. This exploration process generally fol-
lows the information seeking mantra by Shneiderman [305], where
the user starts from an overview and then descends into the details
on demand. Interaction is the key to enable the user to steer the ex-
ploration process, thus helping to gain a broad and comprehensive
understanding of the underlying data.

Ware [367] explains interaction in visualization based on interac-
tion loops at three interdependent levels. At the lowest level, interac-
tion is concerned with basic operations of recognizing, pointing at,
or manipulating objects (e.g., moving the mouse and performing a
click to pinpoint a data item of interest). At an intermediate level, the
user combines basic low-level operations to activities of exploring and
navigating large visual data spaces (e.g., adjusting the visual encod-
ing or visiting different parts of the data). The highest level captures
processes of problem solving, which involves combining several ac-
tivities to accomplish cognitively more demanding tasks (e.g., laying
out different pieces of information for finding relations).



2.2 INTERACTION IN VISUALIZATION

LOW-LEVEL INTERACTION From a conceptual point of view, dif-
ferent modes of interaction can be identified depending on how low-
level actions are performed. Spence [310] distinguishes stepped inter-
action and continuous interaction. Stepped interaction is related to dis-
crete, infrequent actions. In visualization, particularly for approaches
that implement direct manipulation [303], the interaction-feedback loop
is iterated at high frequency, continuously so to say. Continuous in-
teraction is vitally important as it facilitates examining the visualized
data with respect to multiple ‘what if” scenarios in a short period
of time. Apparently, continuous interaction requires easy-to-execute
interactions and sufficient visual feedback, which must be provided
quickly. Elmqvist et al. [112] expand on continuous interaction and
propose the concept of fluid interaction, which integrates aspects of
promoting flow, supporting direct manipulation, and minimizing the
gulfs of execution and evaluation.

Heer and Shneiderman [161] underline the significance of the con-
tinuous and direct character of interaction in visualization: “To be
most effective, visual analytics tools must support the fluent and flex-
ible use of visualizations at rates resonant with the pace of human
thought.”

INTERMEDIATE-LEVEL INTERACTION In addition to thinking of
interaction as step-wise or continuous manual operations, it makes
sense to consider the activities carried out with actual interaction tech-
niques. Spence [310], Ward et al. [365], and Ware [367] elaborate on
classic and contemporary techniques for interacting with visual rep-
resentations and the data behind them. The examples given by these
authors document the versatility of the existing approaches. The con-
crete set of techniques to be made available to the users of a visual-
ization solution mainly depends on what the users are expected to
accomplish via interaction.

From an analysis of existing interaction techniques, Yi et al. [385]
condense seven categories of user intents for interaction: select — mark
something as interesting, explore — show me something else, reconfig-
ure — show me a different arrangement, encode — show me a different
representation, abstract/elaborate — show me more or less detail, filter —
show me something conditionally, and finally connect — show me re-
lated items. For each intent, several interaction techniques are listed
satisfying it in different ways.

Sedig and Parsons [300] expand upon these seven categories and
suggest looking at action patterns, of which they list 28 exemplars, in-
cluding unipolar actions such as selecting, navigating, searching, or
comparing, as well as bipolar actions such as collapsing/expanding,
composing/decomposing, inserting /removing, or animating/freezing.
For each pattern identified, Sedig and Parsons [300] give examples of
interaction techniques that instantiate the pattern.

11
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HIGH-LEVEL INTERACTION Similar to combining low-level oper-
ations to realize intermediate-level activities, so are the activities a
precursor to high-level problem solving, which involves setting data
into relation, comparing pieces of information, or establishing and
validating hypotheses. At this level, interaction is considered more
broadly as a catalyst for analytic thinking and discovery.

The model by Pirolli and Card [273] describes the sensemaking
process as two loops: the foraging loop and the sensemaking loop.
The foraging loop is concerned with interactively gathering and ex-
tracting information. The subsequent sensemaking loop describes the
development of mental models through schematization as well as hy-
pothesis generation and validation. Liu et al. [238] take a closer look
at the distributed cognitive processes being active when humans en-
gage in a sensemaking dialog with visually represented information.
They suggest that: “[...] cognition is more an emergent property of
interactions between an individual and the environment through per-
ception and action rather than a property bounded inside an individ-
ual.” In a related context, Liu and Stasko [237] describe interaction as
a tool for giving meaning to what is perceived, for collecting relevant
information, and extracting and storing interesting findings.

So, at the highest level, interaction is more concerned with the di-
alog of the analyst and the knowledge artifacts extracted via inter-
active visual methods. This also involves interactively coordinating
and organizing pieces of information in an analytic visual-interactive
workspace.

In the range between low-level and high-level interaction, many vi-
sualization approaches provide standard interaction techniques em-
ploying standard mouse and keyboard interaction to satisfy common
user tasks. Techniques such as brushing [52, 67] (or the enhanced angu-
lar brushing [155] or compound brushing [76]) have proved universally
useful over the years. Yet there is more to interaction in visualiza-
tion. Recent activities strive to take full advantage of interaction as
a means to integrate the user more tightly into the visual analysis
process. Corresponding challenges will be described next.

CHALLENGES OF INTERACTION The increasing importance of in-
teraction for visually driven analytical methods has led researchers
to start thinking more deeply about a “science of interaction”, a topic
that arose in the context of visual analytics — the science of analyti-
cal reasoning supported by interactive visual interfaces. Thomas and
Cook [325] see interaction as “the fuel for analytic discourse” and
convincingly explain why developing a new science of interaction is
top priority. Several research agendas have been proposed by various
researchers.

Pike et al. [269] identify research challenges for interaction, cover-
ing ubiquitous, embodied interaction, capturing user intentionality,



2.3 THE INTERACTION-VISUALIZATION GAP

knowledge-based interfaces, collaboration, principles of design and
perception, interoperability, as well as interaction evaluation. ElImqvist
et al. [112] envision future interaction research toward an interaction
exemplar repository, visualization design patterns, and visualization
criticism. Lee et al. [224] point our attention to the mismatch of avail-
able interaction technology and the level to which visualization re-
search has utilized it so far. They define research challenges related
to utilizing modern interaction modalities, providing freedom of ex-
pression, taking into account social aspects, breaking down barriers
between humans and technology, and gaining a better understanding
of human behavior.

These studies provide excellent analyses of the status quo of inter-
action in visualization and enthusiastic calls to action for more re-
search on interaction in visualization. As such, they help strengthen
the interaction side of visualization. The level to which interaction
can be raised will depend on the concrete responses to the identified
research challenges in form of new interaction concepts, models, and
techniques for visualization.

The previous paragraphs indicate that interaction is employed ex-
tensively in visualization. The diversity of user intents [385] and ac-
tion patterns [300] suggest that virtually every visualization approach
offers at least basic interaction. Research agendas have been proposed
to advance the topic of interaction in visualization. There are also
more theoretical models of interaction, describing different modes
and different levels of interacting. However, these models are often
not considered when designing and implementing interactive visual-
ization solutions. While the visual design is usually developed based
on explicitly addressing graphics design rules, the rationale behind
the interaction design at times remains vague at best, not to say it
does not exist. Addressing this deficiency by making the design of in-
teraction in visualization more explicit is a goal of this work. Further,
we address some of the challenges mentioned in the recent research
agendas.

Yet before we do so, we discuss in more detail why interaction
in visualization is special and what advantages, disadvantages, and
difficulties might be associated with interaction.

2.3 THE INTERACTION-VISUALIZATION GAP

Arguably there is still a discrepancy between interaction research and
visualization research [104]. Zudilova-Seinstra et al. [393] even see “a
major communication gap between HCI experts and those develop-
ing visualization algorithms and systems”. As a consequence research
results from one field do not always transfer smoothly to the respec-
tive other field. Why is this so?

13
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Traditionally, interaction research is focused on the human being.
Human-centered design methodologies, models of perception and
cognition, accessible devices, as well as social aspects are among the
contributions of interaction research. On the other hand, visualization
research has the focus more on the computer. Automatic extraction
of data features, algorithms for the visual mapping, and implemen-
tations of visualization systems, and high-performance graphics via
GPU acceleration are topics that can be found in the visualization
literature. This is not to say that either side neglects the user or the
computer, but undeniably the foci are different.

Yet efforts have been made to bring both worlds closer to each
other as documented by Fikkert et al. [122]. Keefe [199] states that
the “momentum recently seems to be increasing toward integrating
visualization research [...] with interaction research [...].” He further
identifies two factors that make interaction in visualization different
from classic interaction research:

¢ complex analysis tasks defined by a specific, highly motivated
user population and

¢ complex data.

Looking from a visualization perspective there is another key differ-
ence regarding the use of the visual channel. In interaction research,
the interface between human and computer is in the focus. Visual as-
pects play an important role mainly in terms of the interface design.
In other words, the visual channel is almost exclusively reserved for
the graphical interface between human and computer. In visualiza-
tion however, the visual channel has to serve both the visual represen-
tation of the data and the graphical interface at the same time. This
key difference and the resulting conflict over visual resources adds to
the already complex endeavor of developing interactive visualization
approaches.

2.4 INTERACTION — USEFUL OR HARMFUL?

Much has been done in recent years helping us to better understand
how interaction actually works and how it affects the ability of human
beings to extract knowledge from data. The many references cited in
the previous sections are generally in favor of interaction and recog-
nize it as a strong positive factor of visualization. But there are also
critical voices. We shall discuss this matter very briefly in order to
make the reader aware of the potential disadvantages of interaction.
This is not to cast a poor light on interaction, but rather to underline
the importance of thinking carefully about interaction in visualiza-
tion.



2.4 INTERACTION — USEFUL OR HARMFUL?

USEFUL INTERACTION Let us start positively. The human-in-the-
loop argument is often brought forward, putting the human in the
position to make the final decisions, rather than leaving it to the com-
puter [325]. Examples of useful interaction can be found en masse in
the literature. Empirical evaluation in form of quantitative or qualita-
tive studies testify to the benefit of interaction [292, 26].

Interaction enables the human to generate or influence results in a
way that goes beyond what is computable. Wegner [372] explains why
interaction is more powerful than algorithms. His discussion is based
on a theoretical model of Interaction machines, which he demonstrates
to be more powerful than Turing machines. Such theoretical considera-
tions further strengthen the already positive picture that is generally
drawn of interaction in visualization [385, 310, 367, 161, 200].

HARMFUL INTERACTION On the other hand, a recent definition
of interactivity as the quality of interaction [301] suggests that there is
a spectrum of interaction with positive and not-so-positive elements.
Cooper et al. [87] identifies the mismatch between the implementation
model and the user model as a primary source of interaction problems.
In the context of visualization, the underlying models are often com-
plex and matching them is not always easy. Failing in this regard
most likely leads to bad interaction, of which several examples exist
in working visualization software prototypes, but which are hardly
reported in scientific publications.

In addition to concrete examples of bad interaction, there can be
general reservations about interaction. Tominski et al. [334] reports
on the results of a questionnaire that was carried out to assess the dis-
tribution and use of interactive visualization tools in climate research.
An observation particularly related to interaction was that there can
be a kind of mistrust in interaction in general. The participants feared
the arbitrariness of visual representations that have been generated by
interactive adjustments of thresholds or visualization parameters. The
reason was that it is no longer clear if an artifact identified in the pic-
ture is an actual feature in the data or just a pattern-by-chance. Such
statements point us to provide interaction in a balanced way, offering
flexibility, but within reasonable boundaries to avoid arbitrariness.

There are even voices that openly challenge interaction in an at-
tempt to break the myth of interaction as a universal cure. Victor [356]
discusses interaction in the context of software to learn, to create, and
to communicate, which are activities that are certainly addressed by
visualization software as well. While interaction is indispensable for
creating (e.g., constructing a CAD model), interaction for learning
(e.g., accessing information from a visual representation) “is consid-
ered harmful”. Victor argues that only as a last resort should input be
solicited from the user. Considering the costs involved in interaction
[221], this is a sensible argument. Victor’s critique mainly relates to
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the tendency of being quick with answering a particular user need
with providing a way to satisfy it interactively. But it is the task of the
system (and the designer of the system beforehand) to provide the
information needed in a particular situation. This points us to think
of interaction in a less-is-more way, and to infer, where possible, how
interaction steps can be reduced.

Still, overall a positive image of interaction shall be maintained. To
this end, we have to design and implement our approaches according
to accepted criteria and models of interaction and under considera-
tion of the requirements of visualization. In the context of large and
complex data and comprehensive analytic tasks, this is not an easy
endeavor.

2.5 ENGINEERING INTERACTIVE VISUALIZATION SOLUTIONS

So far, we have considered interaction as a means for the user to steer
the visualization and to engage in an analytic dialog with the repre-
sented data. We also reflected on good and bad interaction, briefly
touching the domain of interaction design. Yet, interaction must also
be implemented as a workable solution in order to be actually usable
and useful. The following paragraphs will therefore review some as-
pects of engineering interaction in the context of visualization.

Capturing the technical essence of interaction, Jankun-Kelly et al.
[188] propose the P-Set Model of visualization exploration. This model
formalizes user interaction as changes of visualization parameters.
In other words, any concrete interaction is abstractly interpreted as
specification of a visualization parameter, where concrete parameters
can be manifold, e.g., the viewing angle into a 3D scene, the focus
point of an interactive lens, thresholds of a dynamic query operation,
or parameters that control a clustering algorithm.

For smooth and efficient interaction in the sense of fluid interac-
tion, visual feedback has to be generated quickly, within 50 - 100 ms
[304, 310] after a visualization parameter has been adjusted. However,
even data of moderate size can pose computational challenges. De-
pending on the adjustment made, it might be necessary to re-compute
the entire visualization pipeline, including analytical methods, visual
abstraction, and rendering of potentially many graphical primitives.
The risk for interaction is that visual feedback might lag, disrupting
the interaction loop.

Another aspect adds to the time costs for presenting visual feed-
back. As interaction involves change, we have to take care that the
users understand what is happening. Abrupt changes in the visual
display may hurt the mental model that users are developing when
exploring visual representations of data. There is evidence that in-
terpolating the parameter change and applying animation to present
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the visual feedback is a better solution [160, 276]. However, anima-
tions take time as well, and the potentially costly interpolation of
parameter changes cannot be neglected.

As can be seen from the previous discussion, interaction engineers
face a two-sided conflict. On the one hand, interaction needs syn-
chrony, which comes down to all-time responsiveness of the visual-
ization system and immediacy of the visual feedback. A system that
is unresponsive and blocked while computing is a worst-case sce-
nario for the user. On the other hand, interaction needs asynchrony
for the computation of the visual feedback and for its animation. The
difficulty is to integrate synchrony and asynchrony.

This technical issue is only one among many that need to be ad-
dressed when engineering interactive software. Letondal et al. [232]
provide a more complete list of requirements for interaction-oriented
development tools. Although their analysis is not specific to visual-
ization, it can be taken for granted that the points raised hold true
for the engineering of interaction in visualization as well. There are
already several novel approaches to aid in implementing interaction.
Examples include overcoming call-back spaghetti code via interac-
tion state machines [37] or extensions of the model-view-controller
(MVC) pattern to a model-display-picking-controller (MDPC) pattern
that makes selection, which is so important in visualization, a prime
component in the software infrastructure [85].

Despite the availability of such advanced concepts for developing
interactive software, today’s visualization solutions do not yet take
full advantages of them. This calls for facilitating the engineering of
interactive visualization through developing new methods and rais-
ing awareness of the already existing ones.

2.6 SUMMARIZING THOUGHTS

The previous sections looked at interaction from different points of
view. We covered general aspects of human-computer interaction, dif-
ferent levels of interaction in visualization, the interaction-visualization
gap, the question of good and not-so-good interaction, as well as the
complexities of engineering interactive software. Figure 2.2 provides
a summarizing view of these aspects and shall serve as a basis for the
following discussion.

Interaction in visualization has to be approached from a human-
centered angle. In Figure 2.2, this is illustrated by a human and a
box labeled interaction design. The design of useful interaction must
consider the human sensory and motor skills as well as the data ex-
ploration activities and sensemaking tasks that humans are engaged
with.

Interaction in visualization has to be considered from a technology-
oriented perspective as well. This is indicated by a system and a box
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Figure 2.2: Summarizing model of interaction.

label interaction engineering in Figure 2.2. Engineering interaction
means transferring designs into workable tools utilizing computer
technology to manage, analyze, transform, and represent data by in-
teractive visual means.

There is a mutual dependency between designing and engineer-
ing interaction. Well-designed interaction is rendered useless with
insufficient engineering and the best architectures lie fallow without
appropriate interaction designs.

In visualization scenarios, we have to consider multiple levels of in-
teraction as illustrated in the center of Figure 2.2. These different lev-
els add to the complexity of the interplay of design and engineering.
Addressing low-level operations is fundamental because they have
definite impact on the higher levels of interaction. But focusing on
lower-level aspects alone is not sufficient. Intermediate-level activi-
ties must be taken into account and these must be put in the context
of higher-level analytic thinking.

The interdependent design and engineering of interaction in visual-
ization at multiple levels is the context to which this thesis contributes.
To give only a few examples, Chapter 5 contributes to the engineering
aspect and introduces a novel multi-threading visualization architec-
ture addressing the computational requirements for fluid interactive
visual exploration. The engineering of a larger interactive graph visu-
alization system including several visualization techniques and novel
interaction approaches is described in Chapter 6. An architecture for
combining interactive visualization with event-based methods is de-
scribed in Chapter 12.

Novel interaction designs are proposed for different visualization
scenarios. We are concerned with low-level and intermediate-level in-
teraction, and also touch aspects of high-level interaction. Examples
for novel ways of how to fundamentally interact with visualizations
are the tangible views from Chapter 10 or physical navigation as ex-
plained in Chapter 11. Novel methods for intermediate-level explo-
ration and navigation will be introduced in Chapters 6, 7, and 13
in the context of graph data and in the context of spatio-temporal
movement data. Chapter 8 introduces interaction support for more
complex visual comparison tasks. Increasing the complexity further,
Chapter 9 focuses on a semi-automatic approach for editing graphs
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with customized layouts. Higher-level analytic working is also facili-
tated by interaction across multiple coordinated views as provided by
the interactive graph visualization system CGV, which is described in
Chapter 6.

Across all levels, our goal is to develop ‘good” interaction approaches
that are useful and usable. This implies to keep interaction costs
low by designing according to humans’ natural behavior as in Chap-
ter 8 and by integrating assistive methods as in Chapter 13. That we
achieved our goal is indicated by quite enthusiastic user feedback:
“The software is nicely implemented, everything is very harmonic.”
from Chapter 8 or “The interaction is intuitive and works very much
as expected.” from Chapter 7. Being aware of the influencing factors
and models of interaction as well as the potential down sides of inter-
action helped us to shape such positively received solutions.

A difficulty that persists is that the presented approaches can hardly
be delineated according to the aspects illustrated in Figure 2.2. This
is due to the mentioned mutual dependencies and the intertwined
nature of the topic. To establish a clearer structure we next develop a
unified view along four key aspects of interaction in visualization.






CORNERSTONES OF INTERACTION IN
VISUALIZATION

The goal of this chapter is to define a structured view on the contribu-
tions made in this thesis and with this a unified view on interaction
in visualization. Our view on interaction is centered on four corner-
stones:

e Data
¢ Tasks
¢ Technology

e Human

The first cornerstone are the data. Data are a primary concern of
visualization and so they are a key factor of interaction as well. The
second cornerstone are the tasks that have to be accomplished for a
given dataset. Data and task taken together can be considered the
core of our view. This core is flanked on the one side by the tech-
nology as the third cornerstone. The flank on the other side is taken
by the human. The human and the technology carry out the given
tasks on the data in a cooperative effort. The human is recipient of
visual representations generated by the technology. The technology
provides interaction modalities allowing the human to act upon what
is perceived from the visual representations. Sensemaking is usually
left to the human, whereas complex computations are taken care of
by the technology.

With these four cornerstones, we can better grasp the key factors of
interaction in visualization. Next, these cornerstones and correspond-
ing challenges shall be discussed in more detail.

3.1 THE DATA

Data characteristics have long since been identified as a factor that
influences the visual design [305]. This holds true for the mapping of
data features to visual variables as well as for distinction of classes of
visualization techniques for different types of data.

In terms of the mapping as the core of the visualization pipeline
it is general practice to use visual variables [56] that suit the charac-
teristics of the data. Mackinlay [243] suggests good matches of data
and visual variables based on empirical studies by Cleveland and
McGill [82], which have been confirmed more recently by Heer and
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Bostock [158]. These studies tell visualization designers that, for ex-
ample, quantitative data are best visualized using the visual variables
position and length, whereas density and color hue play increasingly
important roles for qualitative data.

The distinction of classes of visualization techniques for different
types of data need not even be confirmed by empirical studies be-
cause they are ubiquitous in the visualization community. Flow vi-
sualization, volume visualization, graph visualization, geo visualiza-
tion, or time-series visualization all address a specific type of data
and are distinctly represented by established books, journals, confer-
ences, and workshops.

When we look at the interaction design of visualization approaches
and how the data characteristics are considered there, no such data-
centric view can be found. However, there is obviously a difference,
for example, between interactively navigating along the dimension
of time of time-series data and navigating in geographical space of
a dataset of movement trajectories. For another example, selecting a
subset of a numerical attribute (e.g., a closed interval around a point
of interest) is different from selecting a subset of a graph (e.g., the k-
neighborhood of a node of interest). Yet such differences are usually
not addressed explicitly. Not much is reported on how the interaction
design can be attuned to the character of the data.

There are examples of visualization approaches in the literature
that illustrate how data-aware interaction design can support users.
Techniques for interacting with visual representations of time-oriented
data [170, 173, 390] demonstrate this quite well. Yet, more research is
needed, not only for other types of data, but also for dealing with the
complexity and multifaceted character of today’s datasets.

Challenge: The interaction design of a visualization approach
should consider the characteristics of the data, very much as the
visual design already does.

3.2 THE TASKS

In addition to considering data characteristics, there is the issue of ad-
dressing the tasks to be accomplished with interactive visualization.
Tasks as influencing factor for the visualization design have attracted
more and more research in recent years. While classic distinctions of
high-level tasks such as exploration (i.e., forming hypotheses), con-
firmation (i.e., falsifying hypotheses) and presentation (i.e., commu-
nicating findings) are still valid [365], more fine-grained and formal
models such as proposed by Amar et al. [24], Andrienko and An-
drienko [36], or Schulz et al. [297] help us to better understand the
role of tasks in the visualization design process.

There are examples of visualization approaches that explicitly make
the visual design dependent on the tasks. Tominski et al. [331] use dif-
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ferent color scales for identification and localization tasks. Compari-
son tasks are supported through combining individual color scales
into a global color scale. As a result, the user is presented with a
visual representation that suits the nature of the task at hand.

Again, we do not have such a task-driven view on the interaction
side of visualization. There are first studies that investigate which
user intents are supported by existing interaction techniques. For ex-
ample, Yi et al. [385] associate dynamic query controls [19, 304] with
the user intent filter — show me something conditionally. Yet, these stud-
ies come as an afterthought. We still lack understanding of how to
design the interaction according to given tasks. This does not mean
that existing techniques do not work. In fact, there are many exam-
ples of interactive solutions that superbly support users in carrying
out visualization tasks. But the design process, including addressed
tasks, suitable concepts and alternatives, as well as implementation
models, is often not disclosed. This leads to a situation, where inter-
action techniques appear to be the result of ad-hoc decisions of the
visualization author.

A task-centric view on interaction in visualization is needed to bet-
ter attune interaction to what the users actually aim to accomplish.
Recent studies confirm this thinking. For instance, Sedig and Parsons
[300] extend the work of Yi et al. [385] and describe a rich set of pat-
terns of interaction for complex cognitive activities with visual rep-
resentations. But still more research is needed to cover tasks more
comprehensively. A particularly relevant aspect not included in cur-
rent studies is research on combining the task of interactive visual
exploration and the task of visual manipulation (or editing) of data

[48, 197].

Challenge: Tasks of analytic data exploration and manipulation
need to become a determining factor for the design of interaction
in visualization.

3.3 THE TECHNOLOGY

When we look at the settings in which visualization tasks are primar-
ily carried out these days, we will most certainly see the classic setup
where a user is sitting at an off-the-shelf desktop computer. A regular
display shows visual representations, while mouse and keyboard are
used for interacting with the system. This setup has been predomi-
nant for years. Yet, new technologies have emerged in terms of both
display devices and interaction modalities.

Modern display devices, such as large high-resolution displays or
small hand-held displays, have been addressed in the visualization
literature by means of adapting existing visualization approaches or
devising new ones [150, 387, 124, 386]. Modern interaction technolo-
gies, such as multi-touch interaction or tangible interaction, create a
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similar need for rethinking existing visualization solutions with re-
gard to interaction. There are already approaches that address this
need [360, 211, 388]. Yet novel interaction modalities only slowly find
their way into the visualization domain, although they considerably
broaden the spectrum of what is possible. For example, dissolving
display boundaries and blending display and interaction into a sin-
gle interactive-visual medium enables us to make Sheiderman’s [303]
direct manipulation truly direct. Forming mental models based on
interactively exploring and manipulating data directly under one’s
fingertips appears to be quite a promising prospect.

However, as discussed by Tominski et al. [335] and Lee et al. [224]
there is a gap in terms of promising new possibilities on the one hand,
but only little integration of these possibilities into visualization re-
search and applications on the other hand. Taking advantage of novel
technologies is, however, not a straight-forward task. Developing in-
teraction for classic devices is already a complex matter, and taking
additional technologies into account further increases the demands
in terms of both designing interactions and actually implementing
them. Finding appropriate combinations of display technology and
interaction modalities and seamlessly integrating the technology into
visualization workflows will be key concerns.

Challenge: Interaction in visualization should take advantage of
technological progress by integrating modern display devices and
interaction modalities.

3.4 THE HUMAN

From the early beginnings, visualization has considered effectiveness
vitally important. The effectiveness criterion demands that visual rep-
resentations be designed so as to heed the characteristics of the hu-
man visual system [243]. Contemporary research continues to investi-
gate human aspects as documented by Kerren et al. [204] and Huang
[175] in the context of human-centered or human centric visualiza-
tion.

From an interaction point of view, usability [260] and user expe-
rience [154] are key factors to be considered. In the context of inter-
action in visualization, this means that we have to keep an eye on
the costs involved when users interact with visual representations
of data. Lam [221] categorizes costs with respect to Norman’s [262]
seven stages of interaction. Her framework identifies costs to form
goals, to form system operations, to form physical sequences, to exe-
cute sequences, to perceive state, to interpret perception, and to eval-
uate perception.

Elmqvist et al. [112] specify several requirements for interaction in
visualization. These requirements demand that interaction be fluid in
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terms of the performance of actions, the presentation of smoothly ani-
mated visual feedback, and in terms of switching seamlessly between
different tasks as they occur in visualization applications.

Keefe and Isenberg [200] go one step further and argue for natural
user interfaces in visualization. In doing so, they pick up a hot trend
from HCI research in natural interaction [348, 375]. Although the term
natural is still debated among researchers, the overall goal is generally
agreed upon: Make interaction with the computer more akin to how
humans interact naturally in the real world.

The essence of all these efforts is to make Norman'’s [262] cycle of
action and interpretation of the result smooth and efficient. More con-
cretely, the interaction has to be designed so that it can be executed
effortlessly and the visual feedback must be easy to interpret, even
with feature-rich data visualizations in the background. Keeping the
costs low will enable us to keep the user in the flow, which increases
efficiency in working with interactive visualizations, and which can
also improve the user experience when carrying out data analysis or
data exploration tasks.

Reducing costs, maintaining fluid interaction, and striving for nat-
uralness are all challenges related to the human interacting with visu-
alization tools. While we are now at a point were awareness of these
issues is increasing with first results actually being published, there
are still many unsolved problems to be addressed.

Challenge: Interaction in visualization needs to pay attention to
interaction costs in order to narrow the gulfs of interaction and
achieve fluidity and naturalness.

Data Tasks

Human
ABojouydal

Figure 3.1: Unified view based on the cornerstones of interaction in visual-
ization.

A summarizing illustration of the cornerstones constituting the uni-
tied view on interaction in visualization is presented in Figure 3.1. In
the next section, we will further elaborate on these cornerstones as
the structure for the contributions made in this thesis.
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Structured according to the cornerstones of data, tasks, technology,
and human, the following sections will introduce novel approaches
of interaction in visualization. For each section, the focus will be set
on a specific cornerstone. In addition to focusing on individual cor-
nerstones, we will also establish connections across them, illustrating
the overarching character of the proposed solutions.

The beneficiaries of these solutions are mostly the human users.
They are the ones who have to work on their tasks related to their
data using the technology available to them, and hopefully their work
will be effective and effortless thanks to good interaction design and
appropriate interaction engineering.

Yet, in another role, humans also act as the designers and the engi-
neers. Addressing their needs and providing supportive approaches
and infrastructures is a challenge in its own right [201, 86]. Still this
thesis also contributes to easing the human engineer’s life by provid-
ing a novel model for a multi-threading architecture. This architecture
can serve as a foundation for interactive visualization solutions, from
which in turn, end-users can profit as well.

Figure 4.1 provides an overview of the cornerstones of interaction
in visualization and associated sections and chapters. The sections in
this chapter offer brief summaries of the contributions to be explained
in full detail in the later chapters based on the original publications
underlying this work. We start in the next section with addressing
interaction engineering as the basis for usable interaction in visual-
ization.
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Interaction in Visualization

Data Tasks Technology Human
Sect. 4.2 Sect. 4.3 Sect. 4.4 Sect. 4.5
Ch.6 &7 Ch.8 &9 Ch. 10 & 11 Ch. 12 & 13

Interaction Engineering
Sect. 41-Ch.5

Engineer

Figure 4.1: Overview of our contributions to interaction in visualization.
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4.1 ARCHITECTURE FOR EFFICIENT INTERACTIVE VISUALIZATION

The basis for any useful interactive visualization is an architecture
that realizes the interaction-feedback loop efficiently. Heer and Shnei-
derman [161] express the following concerns regarding the engineer-
ing of efficient visualization infrastructures:

“Especially for large datasets, supporting real-time inter-
activity requires careful attention to system design and
poses important research challenges ranging from low-
latency architectures to intelligent sampling and aggrega-
tion methods.”

— Heer and Shneiderman [161]

Bringing in line synchrony (related to responsiveness and immedi-
acy of the visual feedback) with asynchrony (related to the time cost
involved to generate and present the visual feedback) has already
been identified as a major challenge. A straight-forward implemen-
tation of the classic visualization pipeline will not be helpful in this
regard. Any computation along the pipeline that fails to deliver re-
sults within interactive response time (ca. 50 - 100 ms for continuous
interaction) will disrupt the interaction-feedback loop, and thus hin-
der fluid interactive analytic work. What is needed is an architecture
that can cope with complex, time-consuming computation and is able
to react to interactive user requests at any time, while providing vi-
sual feedback as rich as possible. Utilizing the advantages of modern
multi-core processors would be one option. However, developing in-
teractive multi-threading solutions is notoriously difficult and prone
to manifold implementation errors [226].

CcONTRIBUTION To avoid these difficulties and to make implement-
ing multi-threading less error-prone, we designed a general multi-
threading architecture around the concepts of early thread termination
and layered visualization. Using multiple computing threads accommo-
dates the need for asynchrony, and early thread termination accom-
modates the need for synchrony. Using multiple visualization layers
makes it possible to scale the richness of the visual feedback accord-
ing to the available computing resources.

The conceptual model of the general multi-threading architecture
is illustrated in Figure 4.2. The architecture consists of four princi-
pal components: two storage components (the input storage and the
output storage) plus two processing components (the event handler
thread and the visualization threads).

The input storage consists of the data to be visualized and the visu-
alization parameters, which is in line with the P-Set Model [188]. The
output storage holds the visual representations. These include the vi-
sual feedback and the data visualization. The visual representations
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Figure 4.2: Architecture of multi-threaded visualization.

are not necessary complete, but can be partial if a computation had
to be terminated early due to user interaction.

In terms of the processing components, the architecture is based
on separations of concerns to be able to cope with synchrony and
asynchrony. The key to responsiveness is the dedicated event handler
thread. The only responsibilities of this thread are to receive inter-
action input events from the user and to perform signaling opera-
tions with respect to the other components of the architecture. The
visualization threads are responsible for transforming input data and
parameters into visual output. The visual output is subdivided into
multiple layers according to different strategies (e.g., semantic layers,
incremental layers, or level-of-detail layers). Using multiple layers en-
ables the architecture to provide rich and scalable visual feedback,
and to avoid redundant computations by reusing cached results that
remain valid after a user interaction.

RESULTS AND DISCUSSION Empirical studies confirm that the ar-
chitecture offers significant performance improvements, and hence
provides a good basis for implementing interactive visualization solu-
tions. The clear structure of the architecture further helps in avoiding
typical programming errors that occur when multiple threads are in-
volved. Successful installments of the architecture [329, 98, 271, 332]
testify to its usefulness and general applicability across programming
language boundaries.

The developed architecture is a contribution to the engineering
side of interaction in visualization and affects interaction on all levels.
More details on the architecture in general and the early thread termi-
nation and layered visualization in particular along with a discussion
of design choices and empirical studies can be found in Chapter 5.
An actual system instantiating the architecture is described in Chap-
ter 6. The visualization tools mentioned in Chapter 12 have also been
built on the multi-threaded approach.

The currency of the topic of efficient architectures for interactive vi-
sualization remains unbroken. The visualization research community
continues to address this and related challenges via new concepts,
data structures, and implementations [392, 239, 178, 235, 88].
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4.2 DATA CHARACTERISTICS AND INTERACTION

The previous section laid out a foundation upon which one can con-
sider interaction according to the four cornerstones of data, tasks,
technology, and human.

The first cornerstone to look at is the interplay of data characteris-
tics and interaction approaches in visualization. There are a number
of standard interaction techniques that work well without consider-
ing the data characteristics. One such technique is brushing [52, 67,
155, 76], which is related to low-level selection. At intermediate and
higher levels of interaction, it becomes more important to take the
characteristics of the data into account.

Here we assume a data model similar to the one proposed by
Kreuseler and Schumann [218]. Data are defined as data entities that
are associated with quantitative or qualitative data values, and the
data are characterized by:

1. the data’s structure and
2. the data’s frame of reference.

The structural aspect captures relations among data entities. Struc-
tures can be described as graphs in a most general sense. The data’s
frame of reference captures the spatial and temporal context in which
the data have been collected or generated.

We contribute novel interaction approaches that particularly con-
sider the structure inherent in the data and the spatial and temporal
dependencies of data. Our focus will be on novel navigation tech-
niques and interactive lenses for graph data. Addressing complex
spatio-temporal data, we present a novel approach to interactively
exploring movement trajectories. Our approaches are both, designed
according to the data characteristics and engineered so as to exploit
the data characteristics.

4.2.1 Interacting with Visual Representations of Graphs

In recent years, graphs have gained increasing importance in many
fields of study. A graph is a universal model that helps structuring
and relating entities of interest, be it enzymes in biomedical networks,
people and their social behavior, or simply pieces of information. The
increased importance of graphs led to an increased demand of inter-
active visualization approaches for graph data, taking into account
the many different applications scenarios in which graphs occur.

Classic graph drawing has been mainly concerned with generating
layouts of graphs according to different aesthetic criteria [47, 319]. As-
pects of interaction with graphs and their visual representations have
attracted only little attention, but this topic is becoming increasingly
relevant. McGuffin and Jurisica [252] state that:
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“[...], there remains a significant need for users to be able
to interactively manipulate such graphs, [...]”

— McGuffin and Jurisica [252]

As documented in a recent survey by von Landesberger et al. [361],
graph visualization approaches have begun incorporating more ad-
vanced interaction techniques. But still, supporting the navigation
and exploration of complex graphs with appropriate interactive meth-
ods remains important.

CONTRIBUTION Addressing this need, we develop novel interac-
tion techniques for navigating and exploring node-link graph layouts.
What we call radar view and edge-based traveling are interactive visual
tools for easy navigation with a preview of what can be expected to
be found in the direction of traveling. Novel interactive lenses will
be presented as tools for graph exploration. The local-edge lens and
the layout lens can be used to tidy up edge clutter and to create local
overviews of the neighborhood of nodes of interest on demand.

TECHNIQUES FOR NAVIGATING GRAPHS Large graph layouts are of-
ten presented in zoomable spaces [53], which implies that usu-
ally only a fraction of the data is visible at a time. When nav-
igating in such space, users have to be supported in finding
answers to the questions “Where can I usefully go?” and “What
lies beyond?” [310]. The radar view provides an answer to these
questions.

As illustrated in Figure 4.3, the radar view is a technique that
provides a look-ahead in the direction of navigation. All off-
screen nodes that fall into the radar are projected onto the view
border to make them visible to the user. The radar automati-
cally follows any change of direction initiated by the user. This
way, the user can quickly acquire an overview and navigate to
potentially interesting candidates to be visited next.

Direction of ) Direction of
Navigation Navigation ~ Radar

vy

(a) Navigating without radar view. (b) Navigating with radar view.

Figure 4.3: The radar view.
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Yet, covering larger distances can be cumbersome and time con-
suming. This is where edge-based traveling comes into play. The
key idea is to utilize the structure of the graph as a kind of rail-
way system across which the user can travel easily from one sta-
tion to another. By simply clicking on edges, the user can cover
larger distances in the layout effortlessly. Smooth and efficient
animation [355] makes the navigation steps comprehensible.

LENS TECHNIQUES FOR GRAPH EXPLORATION Even sophisticated

algorithms cannot guarantee that layouts of larger graphs are
clutter-free and that adjacent nodes lie close together. So, users
exploring a graph may encounter edge clutter and investigating
a node’s connectivity may be complicated due to widely dis-
tributed neighbors. The interactive graph lenses presented next
enable users to overcome these difficulties.

(a) Edge clutter. (b) Local-edge lens clears edge clutter.

Figure 4.4: The local-edge lens.

The local-edge lens, as illustrated in Figure 4.4, is designed so as
to tidy up the lens area. Technically, the lens clips off all edges
that pass the lens without actually connecting to a node within
the lens. Such a local operation effectively clears the view, en-
abling the user to uncover and investigate edges within a local
focus area. By dimming the visible context outside of the lens,
the viewer’s attention is further directed to the lens focus.

The layout lens supports the exploration of node neighborhoods,
which are quite often not visible at a glance. To this end, the lens
generates local neighborhood overviews by temporarily adjust-
ing the graph layout based on the weighted distance between
nodes and the center of the lens. Approaching a node with the
lens and finally centering the lens on top of it results in the
complete neighborhood of that node being visible within the
lens. When the lens is deactivated, all nodes return to their orig-
inal position. Figure 4.5 illustrates the effect of the layout lens
in contrast to the local-edge lens. While the local-edge lens al-
lows the user to see edges better, the layout lens further offers a
better view on nodes.
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(a) No lens: Connectivity (b) Local-edge lens: Edges (c) Layout lens: Neigh-
remains unclear. are visible, but neigh- borhood visible at a
bors are not. glance.

Figure 4.5: The layout lens.

RESULTS AND DISCUSSION In summary, our intermediate-level
interaction techniques solve common problems occurring when nav-
igating and exploring graphs and they do so by utilizing properties
unique to graphs.

Edge-based traveling makes use of the graph structure to ease nav-
igation between connected nodes that are far apart in the layout. The
radar view augments navigation by providing a useful outlook on
what lies beyond the currently visible part of a graph’s layout. Both
techniques are user-centric in the sense that the users change their
point of view onto the graph. The proposed interactive lens tech-
niques shift the graph elements (i.e., nodes and edges) into the focus
of the interaction. By taking advantage of the connectivity informa-
tion of graphs, the lenses generate locally adapted views that grant
access to information that is otherwise not visible at a glance.

With these interaction techniques specifically designed for graph
data, we already see a connection to the second cornerstone of this
thesis, the tasks. For example, the edge-based traveling and the layout
lens address tasks regarding path tracing and connectivity, which are
relevant only in the context of graphs [223].

Chapter 6 will show how our techniques are put to use in a larger
graph visualization system to facilitate higher-level exploratory and
analytic tasks. Informal feedback of users of this system indicates that
the proposed solutions are indeed helpful. Our techniques are also
well received by other researchers as documented by their inclusion
in a recent survey on graph visualization [361]. The same survey also
states that interaction with graphs will be a topic of continued interest.
This is confirmed by recent advances, such as context-aware graph
navigation [135], interactive graph matching [153], or novel off-screen
techniques [126].

For the next section we maintain a data-oriented view on interac-
tion, but we make as switch from considering the data’s structure to
investigating the data’s spatio-temporal frame of reference.
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4.2.2  Interacting with Spatio-Temporal Movement Trajectories

A general goal of visualization is to show data in their frame of refer-
ence. Accepted methods exist for showing data in a spatial frame of
reference [215] and for visualizing data according to time [21]. Spatio-
temporal movement trajectories are data for which both space and
time are relevant. Existing approaches already address the difficulty
of showing space, time, and movements within a single interactive
visual interface [220, 377, 176, 144].

A particular challenge that remains is to assist users in studying
data attributes describing properties of movements (e.g., speed, ac-
celeration, or sinuosity) in the context of where and when the move-
ments took place. Addressing this challenge, we developed a hybrid
2D/3D representation of trajectories. Novel intermediate-level inter-
action techniques support spatial navigation and a novel interactive
lens acts as a query tool for temporal information.

CONTRIBUTION As illustrated in Figure 4.6, the visual design of
our solution is based on stacking individual 3D trajectories bands on
top of each other along the third display dimension. This makes the
trajectories individually distinguishable and data attributes can be
color-coded along the trajectory bands. Trajectories are additionally
represented as 2D trace lines rendered directly on a 2D map, which
facilitates maintaining the spatial context.

Figure 4.6: Trajectories as 3D color-coded bands stacked on top of a 2D map.

Balancing attribute visibility along 3D bands and visibility of the
spatial context with respect to the 2D map as well as integrating tem-
poral aspects are challenges to be addressed by appropriate interac-
tion techniques. To this end, we designed dedicated context-dependent
2D/3D spatial navigation and an interactive time lens, which taken
together account for the spatial and the temporal character of the
data.
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CONTEXT-DEPENDENT 2D /3D SPATIAL NAVIGATION We combine
classic 2D drag and drop gestures with different types of 3D
navigation, including orbiting, fly-through, and look-around. By
user observation, we determined that an object-centric naviga-
tion of the scene made the most sense. This prompted us to
promote translate-world and orbiting interactions to most simple
drag operations. As a novel solution we devised the elevator,
which takes the viewer to any level of the stack of trajectory
bands by rotating the mouse wheel.

A key to easing spatial navigation is to consider the context in
which it takes place: Is a particular location on the 2D map of
interest, is a specific point in a 3D trajectory band of concern, or
can we assume a less focused interaction intent? A simple way
to determine the context is to consult the position of the cursor
in the visualization scene. Depending on the identified context,
automatic adjustments are made, including setting the center
around which to orbit and correcting the speed with which to
fly through the scene. Further, we enhance the elevator depend-
ing on the current context. When a user is investigating a 2D
trace line on the 2D map, triggering the elevator is interpreted
as the user’s intent to visit the corresponding 3D trajectory band
for closer inspection. Upon recognition of this intent, a shortcut
takes the user directly to the position of the trajectory in the
stack, no matter how high it may be.

The aforementioned techniques address the navigation of the
spatial frame of reference. How temporal aspects can be inte-
grated via an interactive lens will be explained next.

INTEGRATING TIME THROUGH THE TIME LENS To avoid overload-
ing the visual display, we pick up the idea of interactive lenses
[58], whose usefulness has already been demonstrated in the
previous section in the context of graph data. Now we use an
interactive lens, called the time lens, to provide on-demand ac-
cess to temporal information.

As integrating the temporal aspect in full detail is not possible,
we restrict it to a user-defined spatial query region. Condens-
ing the temporal aspect further, we apply temporal aggrega-
tion according to the structure of time [21]. As illustrated in
the lower right corner of Figure 4.7, the time lens is embedded
into the visualization as a circular display. The center shows a
scaled duplicate of the spatial query region and the outer ring
shows the temporally aggregated information as color-coded
histogram bins. Additional links establish a more direct connec-
tion between the spatial aspect (shown as dots in the interior)
and the temporal aspects (shown as temporal scale at the ring).
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Figure 4.7: The time lens represents temporally aggregated information.

By adjusting the query region and by switching between dif-
ferent temporal aggregations, the user can interactively control
for which part of the data additional temporal information is
displayed and how detailed the information will be.

The particular time lens in Figure 4.7 reveals that movements in
the selected region occur only on weekdays, but not on week-
ends (empty bins). The highlighted trajectory represents a move-
ment that took place later on a Friday as indicated by the links
accumulating at the evening hours of the Friday bin.

RESULTS AND DISCUSSION Positive user feedback indicates that
our interactive approach to exploring movement data in their spatio-
temporal frame of reference is useful and usable. By combining differ-
ent spatial navigation techniques and enhancing them with context-
awareness, we are able to make navigation easy, even in a complex
hybrid 2D/3D setting. The time lens as a dynamic interactive tool al-
lows users to derive statements regarding the data’s dependency on
time, which is otherwise not possible. In summary, designing inter-
action techniques according to the particularities of the data’s frame
of reference allows the user to gain a balanced understanding of the
complex interplay of space, time, and movement attributes.

Yet, for larger datasets our interaction techniques alone are not suf-
ficient. Analytic methods are required to support the visual-interactive
part. In their recent book on visual analytics of movement, Andrienko
et al. [35] state that new methods of visualization need to be com-
bined with new methods of algorithmic data analysis. The book picks
up our visual-interactive solution and puts it to use in a larger visual
analytics framework. Chapter 7 will provide more details demonstrat-
ing the benefits of combining analytic, visual, and interactive means
for exploring and analyzing movement data.
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4.2.3 Summarizing Remarks

In the previous sections, we elaborated on approaches taking into
account the first cornerstone of interaction in visualization, the data.
Looking at the data’s structure and the data’s frame of reference, we
have seen how addressing the requirements imposed by the data (e.g.,
integrating space, time, and data attributes), on the one hand, and
utilizing the characteristics of the data (e.g., navigating based on the
structure of graphs), on the other hand, helped to design and engineer
useful interaction techniques.

While focusing on the data aspect, we have also included aspects
related to the other cornerstones considered in this thesis. In terms of
the tasks, we addressed path-tracing and connectivity-related tasks,
which are unique to graphs. Exploring movement trajectories, involves
tasks such as behavior characterization, behavior search, and behav-
ior comparison. Technology-wise the presented techniques address
regular visualization workspaces. Yet the implementation of the tech-
niques exploit modern multi-core processors via the architecture pre-
sented in Section 4.1 and GPU acceleration to provide visual feed-
back quickly. In terms of the cornerstone related to the human, the
techniques for navigation based on a graph’s structure, the context-
aware 2D /3D spatial navigation, and the elevator shortcut demon-
strate quite well the benefit of fluid and cost-efficient interaction.

An interesting observation that can be made is the recurring pat-
tern of lenses as interactive tools to support the user in carrying out
specific tasks in complex visualization settings [339]. In later sections
of this work, we will see that lenses are indeed a kind of universal
method applicable in different scenarios, for example, to assist in the
task of editing graphs as described in Section 4.3.2.

4.3 TASK-SPECIFIC INTERACTION TECHNIQUES

Interaction in visualization is not only related to the data being visu-
alized, but also to the reason that motivates the user to take actions.
This brings us to the second cornerstone of interaction in visualiza-
tion, the tasks.

Previous work on tasks in the context of visualization is mainly
concerned with designing the visual representations in a task-depen-
dent way [297]. However, not only the visual design is dependent
on tasks, but so is the interaction design. Ware [367] declares the
following:

“The optimal navigation method depends on the exact na-
ture of the task.”

— Ware [367]
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There are already retrospective views that list different interaction
techniques for different visualization tasks [385, 300]. These reviews,
however, do not describe the design of the interaction according to a
given task. What they indicate though is that there are still tasks that
are under-researched from an interaction perspective. The goal of this
section is to close this gap in the literature.

While Ware’s above statement makes clear that interaction has to be
task-specific at the intermediate level of navigation, we illustrate that
designing for the task at hand is beneficial at higher levels of more
complex interaction as well. For our discussion, we make a distinction
between:

e interaction for consuming the data and
* interaction for producing the data.

A typical visualization task where data is consumed by the user
in various ways is visual comparison. Yet, visual comparison is not
specifically addressed by existing interaction techniques. To better
support visual comparison tasks, we propose novel interaction de-
signs inspired by natural comparison behavior. For the second part
of this section, we study interaction for producing data via editing.
In particular, we address the editing of graphs with customized lay-
outs, a task for which practical interaction solutions are scarce. To
fill this gap, we introduce a semi-automatic approach, called EditLens,
combining interaction with automatic computation.

4.3.1 Interaction for Comparison Tasks

Visual comparison is among the most relevant visualization tasks. It
encompasses comparing multiple data values, groups of values, and
also spatial regions or temporal intervals where specific data occur
[36]. Based on comparisons, users may formulate hypotheses about
the data and draw corresponding conclusions, which indicates the
high-level nature of the task.

A recent survey on this topic by Gleicher et al. [140] underlines
the importance of comparison in visualization scenarios. Most of the
solutions collected in that survey focus on supporting comparison by
visual means, such as specific visual encoding or particular visual lay-
outs. The survey also mentions interaction as an integral part, but of-
ten only rather basic interaction complements the customized visual
solution. So far, no dedicated interaction techniques for comparison
tasks are known in the literature. Next we introduce a specifically de-
signed and generally applicable interaction approach for supporting
visual comparison.

CONTRIBUTION Visual comparison can be considered higher-level
interaction (see Section 2.2). It typically involves three phases. First,
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pieces of information to be compared are identified and selected. Sec-
ond, the selected pieces are arranged in a way suitable for the com-
parison. Third and finally, the actual comparison is carried out. These
three phases must be supported by an appropriate interaction design.

Our solution is inspired by humans’ natural comparison behavior.
When a person compares information printed on paper, one can ob-
serve the following basic strategies:

* Side-by-side comparison: Sheets of paper are moved on a table
until they are arranged side by side to facilitate comparison.

* Shine-through comparison: Sheets of paper are stacked and held
against the light to let information shine through and blend.

¢ Folding comparison: Sheets of paper are stacked and individual
sheets are folded back and forth to look at one or the other sheet
in quick succession.

We design a novel interaction approach based on these natural com-
parison behaviors. To this end, the involved natural components and
procedures have to be mimicked by virtual counterparts on the com-
puter. In terms of the components, the workspace for the comparison
is a zoomable visualization space based on the idea of zoomable user
interfaces [53] and sheets of paper are replicated as visualization views
that reside in this space.

In terms of the procedures, the first phase of comparison tasks is
the selection of pieces to be compared. This is supported by enabling
the user to mark relevant parts of a visualization view and to cre-
ate new views of the marked parts. The newly created views are de-
tached from their parent views, but their parent-child relationship is
preserved in a view hierarchy. The second phase is the arrangement
of the pieces to be compared. By moving views in the visualization
space, the user can create any arrangement suitable for the later com-
parison. We integrate snapping methods to assist the user in arrang-
ing the views. The actual comparison is phase three. The assisted in-
teractive arrangement already supports the natural side-by-side com-
parison. Shine-through comparison is realized via alpha-blending of
stacked views. A specifically designed folding interaction enables the
user to replicate the folding comparison behavior in the virtual visu-
alization space. Figure 4.8 illustrates this with a visual representation
of trajectory attribute data as discussed in the previous section.

Our interaction approach is completed with additional visual cues
that indicate where views have been detached from their parent views
and that explicitly visualize aggregated differences among overlap-
ping views. Moreover, interaction shortcuts have been integrated to
assist the user in covering larger distances when navigating or arrang-
ing views.
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Figure 4.8: Folding for comparing color-coded trajectory attribute data.

RESULTS AND DISCUSSION  With our approach, we are the first
to develop a dedicated interaction design for the task of visual com-
parison. By analyzing this task and subdividing it into three phases,
we were able to break down the complex problem into easier-to-
solve smaller subproblems. Each phase is supported by correspond-
ing interaction techniques that draw inspiration from human behav-
ior. Given their natural origin, we hypothesized that the developed
techniques are intuitive and easy to use. This was confirmed in a
qualitative user study with 18 participants. Quite positive feedback
suggests that our approach “feels realistic” and is even considered
“better than natural comparison”. More details about the user study
and the obtained results are described in Chapter 8.

An important characteristic of the proposed solution is that it is
engineered so as to be generally applicable for many types of data.
At the same time it is customizable to the particularities of specific
data. Generality is achieved by operating at the pixel stage of the
visualization pipeline. Operating at the data stage allows us to pro-
vide dedicated interaction support for specific data. As illustrated in
greater detail in Chapter 8, we did this for the example of data that
come in tabular form (e.g., relational data or matrices). It is left for
future work to further extend our solution with data-specific interac-
tion techniques, for example with the ones for graphs or movement
data described earlier in Section 4.2.

With the interaction approach for visual comparison, we have ad-
dressed a task for which the user consumes information in different
ways. The next section will address a task during which the user acts
as a producer of information.
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4.3.2 Interaction Support for Editing Tasks

Visualization users U typically engage in tasks where they receive vi-
sual representations V of data D with the goal to gain insight [353],
or short D — V — U. Yet, there are situations in which users have
to manipulate data, for example, to insert missing items, update erro-
neous data values, or delete obvious outliers. Such data editing tasks
should be supported through means of visualization as well [48], so
that D <+ V < L.

However, there is a gap between visual data exploration and edit-
ing. Visual exploration focuses on interactive control of the visualiza-
tion process V «+ U, as documented several times in the previous
sections. Data editing D < U is usually a manual, cumbersome, and
time-consuming process [197]. In general, D <- U and V <« U are
separate tasks that are carried out with separate tools. This not only
disrupts the user’s workflow, but also requires costly mental context
switches, which make the whole procedure prone to human error.

To close the gap between exploration and editing, we have to con-
sider the high-level character of editing tasks as well as the specifics
of the data to be edited. To address the complexity of the task, we pur-
sue a semi-automatic approach: Otherwise purely interactive editing
is supported by automatic methods. As an example for the data to
be edited, we focus on graphs with customized layouts, more specifi-
cally on the graph structure. This allows us to design our solution in
a task-specific and data-specific manner.

CONTRIBUTION The visual basis of our approach is an orthogo-
nal node-link representation. It shows the structure of the graph, tex-
tual labels for graph nodes, and optionally data attributes via color-
coding. The node-link representation is embedded in a zoomable
space that provides the necessary interaction techniques for explor-
ing the graph.

To enable the user to edit the graph’s structure and its layout, we
developed an interactive lens, called EditLens. While previous work
considered lenses mainly as a tool to provide alternative visual rep-
resentations [339] (see also the lenses for graphs and trajectory data
from Section 4.2), the EditLens is a tool to insert, update, or delete
data items. In the context of graphs, the data items to be edited are
nodes and edges.

Inserting a new node or edge into an already existing complex
graph layout is usually a demanding task. In our particular scenario,
the graph layout is custom-made and obeys certain application de-
pendent constraints (e.g., specific types of nodes must be located in
dedicated regions of the layout). Editing such graphs requires find-
ing adequate positions for nodes to be inserted and may also involve
routing edges through the already established complex layout.
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Figure 4.9: Using the EditLens for editing node “Acl6a”.

Our idea is to ease editing tasks by relieving the user of defin-
ing precise points for nodes or edge routes. Instead, using the Ed-
itLens, the user specifies just the local region where an edit operation
is to take effect. In other words, we relax point-wise manual editing to
region-wise semi-automatic editing via the EditLens. While the interac-
tively adjustable lens region acts as a coarse solution specified by the
user, precise positions and edge routes are computed by automatic
methods as described next.

First, we determine a suitable unoccupied area within the EditLens
where an edited item can be placed. The precise spot within that area
is computed based on different heuristics (see Chapter g for details).
These heuristics prioritize different graph aesthetics criteria, for in-
stance, maximum distance to other nodes, short overall edge length,
or low number of edge bends. During the editing, the user can freely
choose which heuristic to apply depending on the situation at hand.
The EditLens will suggest suitable positions of nodes and edge routes
accordingly. As illustrated in Figure 4.9, when the EditLens is in op-
eration, only the nodes and edges being affected by the ongoing edit
operation are shown fully saturated, whereas all other nodes and
edges are dimmed. When the user agrees with a suggested solution,
the result of the edit operation is committed to the data. In cases
where the EditLens can find only insufficient or no solutions due to
conflicting constraints, manual refinement is still possible with classic
point-wise editing.

RESULTS AND DIsCUSSION The EditLens has been applied to a
real-world problem where bio-informatics scientists maintain a net-
work of genes and biological relations among them. As new genes or
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relations are discovered and reported in the literature, the network
is edited to include the newly available information. Yet, as further
described in Chapter 9, the scientists” manual editing workflow is
cumbersome and time-consuming.

In a small qualitative study with two experts and two non-expert
users, we compared the standard editing procedure with editing when
using the EditLens. The collected feedback was generally positive and
in favor of the EditLens. The participants expressed this in statements
such as “the EditLens is very useful and can clearly reduce the edit-
ing effort” and “the automatic suggestion of node positions and edge
routes is obviously beneficial.”

With the EditLens, we significantly narrow the gap between data
editing and data exploration in the sense of D <+ V « U. Our con-
crete implementation focuses on the structure of graphs with orthog-
onal layouts. This leaves two key aspects for future research. First,
the EditLens could be extended to support the editing not only of the
graph structure, but also of data values associated with nodes and
edges. Second, editing based on alternative visual representations
other than an orthogonal node-link diagram (e.g., bundled edges or
matrix representation) could be investigated. Initial studies in this
direction have already been carried out in the context of a master’s
thesis [362].

While the editing of node-link diagrams is a research challenge
in its own right [125], broadening the scope of future investigations
bears the potential of extending the EditLens to a general editing tool,
not only for graphs, but for other types of data as well.

4.3.3 Summarizing Remarks

In this section, we have shown how interaction can be designed tak-
ing into account the second cornerstone of interaction in visualization,
the tasks. We considered high-level interaction to support two funda-
mentally different types of tasks: tasks that involve the consumption
of data and tasks that are related to the production of data. As con-
crete task instances we studied visual comparison and data editing.
Paying attention to the procedures and workflows behind these tasks,
we were able to design and implement interaction approaches that
actually support users in carrying out their work. Positive user feed-
back testifies to our solutions’ utility.

From the two approaches described, we can also see connections to
the other cornerstones. Our EditLens has been designed specifically
for graphs with customized layouts, which confirms the importance
of the data as a cornerstone. While our solution for visual comparison
is generally applicable in terms of the data to be compared, we yet
have indicated that specific customization to particular data character-
istics can be sensible and useful. An obvious link to the cornerstone
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related to the human user is the interaction design based on natural
comparison behavior. By closely following humans’ natural compar-
ison strategies, we obtained a solution that is intuitive and effective.
Also the EditLens adheres to a user-centered design as it has been
developed in accordance with the editing workflow and the needs of
real users working on a real-world problem.

Speaking in terms of technology, we began to make a shift from
classic mouse and keyboard interaction for the comparison approach
to multi-touch interaction for the EditLens. In the latter case, touch
interaction was positively received by the users, as they can directly
manipulate the data under their fingertips. Thanks to the region-
oriented EditLens, typical precision problems with touch interaction
do not even surface in our solution, as precision is taken care of by
automatic methods. This already hints at the importance of consider-
ing technological aspects when designing interaction solutions. In the
next section, we further explore the utilization of modern interaction
technology in the context of visualization.

4.4 UTILIZING MODERN TECHNOLOGY FOR INTERACTION

With data-specific and task-centric interaction as dealt with in the two
previous sections, we have covered the core of interaction in visualiza-
tion. As illustrated in Figure 3.1 back on page 25, this core is flanked
by the technology on the one side and the human on the other side.
Both of these flanks will be addressed in the following, the technology
in this section and the human in the next section.

Undeniably, the technology plays a key role in interactive visualiza-
tion, because it provides the facilities to display visual representations
as well as the means to interact with them. Typically, the technical
setup for visualization applications is a regular desktop computer to
which a regular display as well as a mouse and a keyboard are con-
nected. In this section, we go beyond mouse and keyboard interaction
and regular displays, as called for in recent research agendas in the
context of interaction technology and visualization [335, 224, 183].

The previous sections already indicated the immense size of the de-
sign space for interaction techniques in visualization scenarios. New
display devices and modern interaction modalities add further pos-
sibilities with their own individual strengths and weaknesses. It is
beyond the scope of this section to comprehensively discuss all pos-
sible options. Our considerations are focused on the two principal
ways of establishing an interaction channel between the user and the
computer:

e tracked objects — users manipulate objects that are tracked and

¢ tracked humans — users themselves are tracked.
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While mouse and keyboard are the classic input devices, our goal is
to illustrate alternative means of using tracked objects for interaction.
To this end, we discuss tangible views as a novel way of interacting
with visual representations of data. At the same time, tangible views
are a novel form of lightweight displays that offer new possibilities
for visualization applications. As an example where users are tracked,
rather than objects, we look at interaction in front of a large high-
resolution display wall. In particular, we investigate how tracking the
user’s position and viewing direction can support graph exploration
on such large displays.

4.4.1  Tangible Views for Interaction and Visualization

Direct manipulation as advocated by Shneiderman [303] is a most
prevalent theme of interaction in visualization. Many visualization
approaches are designed so as to allow the user to directly manipu-
late the visual representation or the underlying data.

Yet, often the term direct just means that manipulations affect the
visual object directly under the pointer, which is a quite limited inter-
pretation of directness. In fact, standard interaction is rather indirect:
the pointer is typically controlled with a mouse, whereas visual feed-
back is shown on the display. Therefore, researchers have started to
explore how truly direct interaction with touch-enabled devices can
effectively support visualization approaches [182]. Here, we expand
upon basic touch-interaction on a display and propose a novel method
for interaction with the display. By doing so, we extend the vocabulary
for interaction with visual representations of data.

CONTRIBUTION The starting point for our approach is a horizon-
tal touch-enabled tabletop device. The tabletop serves to visualize the
data and to receive touch input from the user. In this setup, visualiza-
tion and interaction remain in the horizontal 2D tabletop plane. Our
idea is to utilize the 3D space above the tabletop to provide enhanced
visualization and interaction functionality.

We extend the concept of the PaperLens [312] to what is called tan-
gible views. Tangible views are lightweight “devices” that act as addi-
tional displays in the 3D space above the tabletop. In a most simple
instantiation, a tangible view can be a piece of cardboard onto which
a projector transmits visualization content, in which case the display
is passive. A tangible view can also be active, that is, it is capable
of displaying graphical content on its own without the help of an
external projector, for example, a tablet device.

Irrespective of being passive or active, the key characteristic of tan-
gible views is that they are spatially aware. Through constant track-
ing of the tangible views, the system is always aware of their position
and orientation in 3D space. This opens up new possibilities for in-
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Figure 4.10: Tangible views applied for visual comparison of a matrix.

teraction. The interaction vocabulary of tangible views includes basic
translation and rotation in 3D as well as gestures of flipping, tilting,
and shaking. By providing tangible views that are distinguishable by
shape or appearance it is possible to create an interaction toolbox,
where users can infer interaction functionality from the look of a tan-
gible view. Multiple tangible views can be applied simultaneously,
each adds further display space for visualization purposes.

Developing an extended interaction vocabulary is only one part of
the contribution. The second part is to appropriately map the vocabu-
lary to typical interactions in visualization scenarios. Here, we take a
brief look at an application of tangible views for visual comparison of
graph data. We chose this example as it is interesting to see the novel
way of tangible interaction applied to visual comparison in contrast
to the visual comparison approach based on classic mouse interaction
as introduced earlier in Section 4.3.1.

How visual comparison can be carried out using two tangible views
is depicted in Figure 4.10. The tabletop shows as the background vi-
sualization a color-coded graph matrix. In order to select two sub-
matrices to be compared, the user moves two tangible views horizon-
tally above the tabletop. A freeze gesture is carried out to fix the selec-
tion. This allows the user to arrange both tangible views side by side
for closer inspection and comparison. Once the views are sufficiently
close to each other, the system recognizes the user’s comparison inten-
tion and indicates by a colored frame (green in our case) the overall
aggregated similarity of the sub-matrices. Shaking the tangible view
releases the freeze and the user can select sub-matrices anew.
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RESULTS AND DISCUSSION As illustrated by the visual compar-
ison application, tangible views offer a novel and intuitive way of
interacting with visual representations of data. This is true not only
for comparison tasks and graph data, but for a broad range of visu-
alization problems. In Chapter 10, we apply tangible views in a num-
ber of case studies including sampling in parallel coordinates, fisheye
magnification in scatter plots, exploration of hierarchical graphs, and
spatio-temporal data analysis with space-time cube. These case stud-
ies further explore and demonstrate the usefulness of the introduced
extended interaction vocabulary.

From a conceptual point of view, with designing tangible views,
we obtained three key results related to interaction and visualization.
First, tangible views integrate display and interaction device. The user
interacts directly with the tangible view to satisfy an interaction in-
tent. Interaction on tangible views or the tabletop display can provide
additional functionality. Second, tangible views enhance common 2D
interaction with tangible 3D interaction above a tabletop display, thus
extending the typical interaction vocabulary for visualization. Third,
the enhanced interaction vocabulary and extended physical display
space allow us to create a tangible experience of otherwise purely vir-
tual visualization concepts, including overview+detail, focus+context,
and coordinated multiple views as well as various visualization tech-
niques for different types of data and different tasks.

Still, the approach of tracking tangible views in 3D also raises ques-
tions regarding the precision of interaction and fatigue of users op-
erating multiple tangible views. Investigating these issues requires
extensive user studies and is ongoing research. First results in this
direction have been published by Spindler et al. [314]. They indicate
that tangible views are indeed a promising alternative when interact-
ing in and with layered information spaces, which are common in
visualization scenarios.

By the example of tangible views, we illustrated the usefulness of
novel interaction technology where users manipulate tracked objects.
Next we describe how tracking the user, rather than objects, can sup-
port visualization on large high-resolution displays.

4.4.2 Interaction for Visualization on Large High-Resolution Displays

In the previous section, we used tangible views and a tabletop de-
vice to display visual representations of data. These and other dis-
play devices with conventional pixel resolution are typically limited
in the amount of information that can be shown. In the era of big
data, new solutions are needed to support the visualization on large
high-resolution displays.

Thanks to technological advances, high-resolution displays are now
becoming available to a broader range of users. The increased physi-
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cal size and pixel resolution offered by such displays has obvious ad-
vantages for visualization applications, because much more informa-
tion can be presented. Yet with increased size and number of pixels,
there are also new challenges to be addressed in terms of visualiza-
tion and interaction. Andrews et al. [28] point out that:

“Replacing the conventional monitor with a large high-
resolution display creates a fundamentally different envi-
ronment that is no longer defined purely in terms of the
technical limitations of the display, creating a new collec-
tion of design opportunities, issues, and challenges.”

— Andrews et al. [28]

In our work, we rely on standard visualization techniques, allowing
us to fully concentrate on novel ways of interacting with information
presented on a large high-resolution display. More concretely, we de-
scribe how the user’s physical navigation in front of a display wall
can be utilized to support the exploration of hierarchical graphs being
displayed at different scales.

CONTRIBUTION We visualize graphs as standard node-link repre-
sentations on a large high-resolution display wall. As shown in Fig-
ure 4.11, the wall consists of 24 individual displays covering an area
of 3.7 m x 2.0 m with a total resolution of 11,520 x 4,800 which
amounts to 55 million pixels. The graph we visualize is a hierarchical
graph with different levels of abstraction. In standard visualization
environments, individual levels of abstraction are typically accessed

Figure 4.11: Exploring a graph on a large high-resolution display wall.
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via the mouse (e.g., by expanding or collapsing nodes). In our sce-
nario, this is obviously impractical due to the large distances that
would need to be covered with the mouse across multiple displays.

Therefore, we developed a solution where the exploration of the
graph is steered by the user’s physical movement in front of the large
display. Head tracking is used to acquire information about the user’s
position and orientation (6 degrees of freedom). This information is
utilized in two alternative approaches: the zone technique and the lens
technique.

For the zone technique, the space in front of the display wall is sub-
divided into multiple zones with increasing distance to the display.
Each zone corresponds to a level of abstraction of the graph. When
the user moves toward the display, the graph is visualized at greater
detail. This approach corresponds to natural human behavior. When
interested in details, humans typically step up to the object of inter-
est to study it in detail. In order to obtain an overview, the user can
step back. Stepping backward into zones farther away from the dis-
play automatically adjusts the visualization to show higher levels of
abstraction.

While the zone technique can be used to globally steer the level
of abstraction, the lens technique has been designed to enable the
user to access details for local parts of the graph. To this end, we
utilize the tracking information about the orientation of the user’s
head to estimate where the user is looking. Using this estimation we
position an interactive lens on top of the regular graph visualization.
Nodes that are inside the lens are automatically expanded to reveal
more detailed information. The lens technique enables the user to
scan the graph in a focus+context fashion by simply moving the head
around. Filtering the tracking input and smoothly animating node
expand and collapse operations help to maintain a reasonably stable
visualization and to avoid flickering caused by natural head tremor.

In addition to controlling the level of abstraction, we also evaluate
the user’s distance from the display to derive a suitable labeling of
the graph items on the display. A user standing close to the display is
presented with more and smaller labels. When looking at the display
from a greater distance, the user will see fewer, but larger labels.

RESULTS AND DISCUSSION Preliminary user feedback has been
collected in a pilot study. Eight participants explored a graph using
the zone technique and the lens technique. Ease-of-use of the inter-
action and readability of the visualization was confirmed by all par-
ticipants. The zone technique was reported as the approach that is
easier to use, but on the other hand, the lens technique offered more
control over where increased detail is to be shown. Suggestions for
improvements included easier calibration and further stabilization of
the lens technique.
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Overall, we can conclude that physical movement in front of a large
display can be a promising alternative in cases where classic means
of interaction are impossible to apply. The large size of the display
simply renders incremental mouse interaction infeasible. In contrast,
physical movement better matches the scale of the display. Moreover,
physical movement corresponds with natural interaction with real-
world objects and hence it is intuitive and easy to carry out.

With our work, as further detailed in Chapter 11, we considered
the relatively simple interaction task of adjusting the level of abstrac-
tion of a graph visualization. Yet, recent research results indicate that
utilizing modern display and interaction technology can be benefi-
cial also for higher-level sensemaking in large high-resolution display
workspaces [113, 27].

4.4.3 Summarizing Remarks

As we have seen, addressing technological aspects typically involves
studying interaction at a low level of basic ways of transmitting in-
teraction intents from the human user to the computer. We presented
two novel approaches to interaction in visualization, one based on
tracking tangible views above a tabletop display, the other based on
tracking the user in front of a large display wall. Using the low-level
tracking information, we derived several techniques for intermediate-
level interaction with visual representations of data.

With tangible views we significantly extend the interaction vocabu-
lary for visualization applications and at the same time tangible views
offer more space for displaying information. With physical navigation
we match the scale of the interaction and the scale of the display in
order to enable the exploration of mega-pixel visual representations
of graphs at different levels of abstraction. Both approaches indicate
that there is much potential in adopting modern technologies for vi-
sualization applications. With this thinking we are in line with recent
efforts of the visualization community to go beyond regular displays
and standard mouse and keyboard for visualization and interaction
[28, 224, 183, 190].

Even when focusing our attention on the technological aspects of
interaction, we see that the cornerstones of the data and the tasks are
of high relevance. For the tangible views approach (see Chapter 10 for
details), this is reflected by a number of case studies that take advan-
tage of our extended interaction vocabulary for supporting different
interaction tasks (e.g., parameter adjustment, navigation, comparison)
on different types of data (e.g., multivariate data, spatio-temporal
data). The case studies also include the exploration of hierarchical
graphs, the very same data and task that we also addressed when
we studied physical navigation in front of a large display wall. The
CGV system described in Chapter 6 also supports the exploration
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of hierarchical graphs, but uses classic mouse interaction for this pur-
pose. An interesting question for future research would be to compare
graph exploration using tangible views, physical navigation, and clas-
sic mouse interaction. Investigating this question will help us develop
an understanding of which technologies are best suited to support the
human user. In the next section, we take a closer look at approaches
focusing on the human in the visualization and interaction loop.

4.5 THE HUMAN USER AND THE GULFS OF INTERACTION

The final cornerstone of interaction in visualization as considered in
this work is the human. The human user is the source of interac-
tion intents and at the same time the sink for visual information. As
discussed in the previous section, interaction for different tasks and
visualization of different data are mediated by different interaction
and display technologies.

Developing interaction with a focus on the human user involves
addressing aspects of fluidity, naturalness, and cost efficiency of the
interaction. All these aspects have already been covered implicitly in
the previous Sections 4.2—4.4. The easy navigation based on graph
structures, the context-aware 3D navigation of trajectory data, the
interaction for visual comparison inspired by natural behavior, the
data editing approach that follows real-world users” workflows, the
approach that makes interaction for visualization tangible, and the
natural physical navigation in front of a large display have all been
designed with the human user in mind, implicitly in one regard or
the other. The multi-threading architecture from Section 4.1 provides
a technical basis for fluid and smooth interaction.

In this section, we explicitly address the human user and we fo-
cus on reducing the costs involved when users interact. Lam [221]
attributes interaction costs in visualization to the two gulfs in Nor-
man’s [262] interaction-feedback loop:

* gulf of execution — carrying out the interaction and

 gulf of evaluation — understanding the visual feedback.

The following paragraphs present approaches that aim to narrow
these gulfs by considering analytic methods to assist in interactive vi-
sualization. In terms of the gulf of execution, we propose to use event-
based concepts to automate certain actions that otherwise would need
to be performed manually. In terms of the gulf of evaluation, we
address typical questions arising when users navigate larger infor-
mation spaces: “Where can I go now?” and “Where should I most
usefully go?”. We develop a degree-of-interest (DOI) approach that
presents the user with navigation recommendations that help to make
an informed decision on where to navigate next.
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4.5.1 Reducing Interaction with Automatic Event-Based Concepts

Interaction in visualization has been advocated throughout this work
as a means to empower the human user to control the visualization as
needed for the data and the tasks at hand. Yet in Section 2.4, we also
indicated that interaction is not a universal cure and that interaction
can be a burden to the human user. So it makes sense to critically
question all interactive input that visualization tools solicit from the
user [356]. After all, it is the task of the visualization to present rel-
evant information effectively and expressively, and not primarily the
task of the human user to parameterize the visualization appropri-
ately to achieve this.

Thinking about reducing user interaction to a reasonable and use-
ful minimum implies that we also have to look for alternative sources
of input to be able to derive visual representation that still reflect the
user’s needs. One such source of information is the data itself and
patterns of interest residing in the data. Knowing that certain parts
of the data are of special interest to the user, we can automatically
trigger adjustments of the visual representation to emphasize these
interesting parts without the need of user interaction.

CONTRIBUTION In order to automate the adjustment of visual rep-
resentations according to user interests, we developed a novel event-
based approach to visualization. The approach comprises three stages:
event specification, event detection, and event representation.

The event specification is concerned with defining event types that
formalize the notion of “interesting parts of the data”. We use pred-
icate logic formulas to express three different kinds of event types.
Addressing the relational data model, the user can specify tuple event
types (e.g., tuple values exceed a certain threshold) and attribute
event types (e.g., data attribute with the highest value). In order to ad-
dress changes over time, we also support sequence event types (e.g.,
sequence of days with rising temperature). Composite event types
can be compiled using set operators.

The second stage is the event detection. At this stage, the data un-
der investigation are searched for matches of the interest expressed
via event types. Different algorithms are involved at this stage, in-
cluding query mechanisms for relational databases as well as search
algorithms for sequence patterns. Efficiency of these algorithms is
of importance, because the search has to be carried out upon every
change of the data. This is particularly critical for dynamic data that
undergo frequent changes. Once the event detection reports matches
in the data, actual event instances are created. Event instances bear
three important pieces of information: (1) the fact that something in-
teresting has been found in the data, (2) where in the data interesting
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Highlighting

(a) Default parameterization. (b) Improved parameterization.

Figure 4.12: Automatic event-based adjustment of the TimeWheel.

parts are located, and (3) what made these parts interesting (i.e., the
event type). This information is the input to the event representation.

The goal for the event representation is to automatically adjust the
visual representation of the data so as to (1) communicate the fact that
something interesting is in the data, (2) emphasize interesting parts
among the rest of the data, and (3) indicate the event type, where
possible. These goals are to be achieved by re-parameterizing the
visualization. Therefore, it is a necessary requirement that the visu-
alization provides an appropriate set of visualization parameters. If
this requirement is satisfied, our event-based approach automatically
triggers the execution of instantaneous or gradual parameter changes
upon the detection of events. These automatic parameter adjustments
reduce the need of manual interaction.

RESULTS AND DISCUSSION  Our approach has been implemented
in a general system for event-based visualization. Chapter 12 de-
scribes the architecture of this system in greater detail. Several vi-
sualization techniques, including the Table Lens [280], the space-time
cube [213], and the TimeWheel [329], have been enhanced with event-
based automatic parameter adjustments.

Figure 4.12 illustrates an example using the TimeWheel technique.
For this example, we assume that the user is interested in high num-
bers of cases of influenza in the depicted human health dataset. A
default parameterization is generally unaware of this special interest
and thus manual parameter tuning is required. With the event-based
approach, on the other hand, we can make this interest known to
the system and trigger automatic parameter adjustments once corre-
sponding events (e.g., cases of influenza exceed a certain threshold)
are found in the data. In our concrete example, the tuples that cor-
respond with the user’s interest are highlighted and the TimeWheel
is rotated to create an arrangement where the axis representing in-
fluenza is on the top. Further magnification of the axis helps the user
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to focus on the data of interest. A red frame signals the fact that events
have been detected. The improved parameterization is the result of an
automatic reaction to an event and as such does not require any user
interaction. As a consequence, the gulf of execution is reduced.

It is important to understand that the gulf is reduced, not overcome.
Still user input is needed: the description of interests in the form of
event types. But this can be done in a one-time pre-process. Chap-
ter 12 elaborates on three different levels of support for the event
specification: direct specification of event types, parameterization of
event type templates, and selection from an event type collection. In
addition to describing event types, there is the need to define appro-
priate automatic parameter adjustments, which is typically a task for
the visualization designer. Although this is a one-time pre-process
as well, authoring parameter adjustments for various visualization
techniques and for different event types poses a significant challenge
calling for further investigation in future work. An interesting ques-
tion to be studied would be to derive rules or guidelines on what
visualization parameters are needed and how to adjust them in or-
der to obtain visual effects that meet the requirements of the event
representation.

We have seen that event-based concepts can be a useful comple-
ment to interaction in visualization. Automatic reaction to events of
interest can reduce the gulf of execution. An approach to narrow the
gulf of evaluation will be presented in the next section.

4.5.2 Navigation Recommendations for Informed Interaction

The gulf of evaluation relates to the costs arising when interpreting
the visual feedback resulting from interacting with the visualization.
Particularly during data exploration evaluation costs might accumu-
late, because exploring the data generally means carrying out a num-
ber of interactive navigation steps [131], which all ensue evaluation
costs. Consider, for example, the techniques for navigating along the
structure of graphs as presented in Section 4.2.1. After taking a nav-
igation step the user has to evaluate the updated visual representa-
tion of the graph structure. Typical questions that users might ask
themselves include: “Where am I in the structure?”, “What structural
patterns can I see here?” or “How is what I see related to what I've
seen before?”.

Spence [310] further lists the questions: “Where can I go?”, “What
lies beyond?” and “Where can I usefully go?”. Our goal is to sup-
port the user in answering these questions. To this end, we compute
and present recommendations to the user. Recommendations have al-
ready proved useful for supporting users in selecting visualization
approaches [141]. We propose recommendations to reduce evaluation
costs during interactive navigation in hierarchical graphs.
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There are two types of navigation for hierarchical graphs. Horizontal
navigation relates to navigation to different locations in the graph lay-
out. Typical operations that support horizontal navigation are zoom-
ing and panning to adjust the view on the graph layout. Vertical nav-
igation denotes navigation between different levels of abstraction of
hierarchical graphs. As such, vertical navigation changes the degree
of detail shown in the graph layout. Different levels of abstraction can
be accessed level-wise, as for example for the zone-technique from
Chapter 11 or by expanding or collapsing individual nodes, as real-
ized in the CGV system described in Chapter 6.

CONTRIBUTION We propose a novel approach that supports hori-
zontal and vertical navigation by recommending nodes that are worth
visiting next. The general procedure is as follows. First, we deter-
mine a set of nodes as recommendation candidates. Second, the can-
didates are ranked and the top-ranked nodes are selected as actual
recommendations. Finally, the selected recommendations are commu-
nicated visually to the user.

For building the set of recommendation candidates, we consider
the “neighborhood” of the current exploration situation, that is, the
context of the visualization content currently visible on the display.
As illustrated in Figure 4.13, the neighborhood can be defined in
different terms: structural neighborhood, spatial neighborhood, and
data neighborhood. The structural neighborhood is based on the k-
neighborhood of the graph. The spatial neighborhood is defined in
terms of node positions in the graph layout. A data neighborhood
can be determined based on similarity among the attribute values as-
sociated with the graph nodes. Restricting the recommendation candi-
dates to a local neighborhood has two advantages. First, it is guaran-
teed that the candidates are related to the part of the graph currently
visible. Second, the neighborhood is much smaller than the dataset
as a whole, which eases the ranking of the candidates.

To determine where the user can usefully go, we need a definition
of what useful means. An effective concept in this regard is the degree
of interest (DOI) [350]. We use the common API (a-priori interest), UL
(user interest), and DIST (distance to focus) components to define the
degree of interest. As a fourth component, we add the new KNOW

Structural Spatial Data
- o Focus reflecting the current
~ state of the exploration

[ . view neighborhood
o k-neighborhood
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Eureht view | ~ recommendation candidates
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@] . value range () ~ as candidates
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Figure 4.13: Neighborhoods for collecting recommendation candidates.
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component, which models interest degradation for nodes that have
already been visited. All components can be weighted to fine-tune
the DOI computation. With an appropriate DOI specification, we can
compute and assign DOI values to all recommendation candidates
and rank them accordingly. The top-ranked candidates are selected
as actual navigation recommendations to be presented to the user.

Navigation recommendations are additional pieces of information
that need to be conveyed to the user, on top of the communication
of the actual data. We designed visual cues that aim to subtly indi-
cate the recommended target nodes. For horizontal navigation, target
nodes can be on-screen or off-screen. On-screen targets are marked
with rings, whereas off-screen destinations are hinted at by visual
cues called enriched wedges. Both rings and enriched wedges can fur-
ther visualize the DOI values assigned to the recommended nodes.
For vertical navigation, targets are naturally at levels of abstraction
different from the current level, and hence they are definitely not vis-
ible. Therefore, recommendations for vertical navigation are attached
to anchor nodes whose expansion (or collapse) would bring the rec-
ommended target to the display. Subtly pulsing rings around anchors
suggest that an expand (outward pulsing) or a collapse (inward puls-
ing) operation will uncover a target of interest.

RESULTS AND DISCUSSION The navigation recommendations as-
sist the user in making informed navigation decisions. Thanks to the
DOI concept, we are able to recommend targets that reflect the user’s
interest, provided that the DOI components are appropriately defined
and weighted. The design of the visual cues that hint at the recom-
mended targets follows a defensive strategy in order to only mini-
mally interfere with regular data exploration. Only when users have
difficulties in determining a good next navigation target on their own
should their attention shift to the navigation recommendations.

A proof-of-concept implementation of our approach has been incor-
porated into the graph visualization system CGV (see Chapters 6 and
13 for more details). The implementation has been tested with dif-
ferent hierarchical graphs of moderate size (hundreds of nodes and
thousands of edges). The tests indicate that the approach in general
is also technically feasible. Navigation recommendations could be ex-
tracted from the graphs on-the-fly, while the computations were not
hindering any regular exploration activities of the user.

Still a difficulty is to appropriately outfit the DOI function. The
components API, Ul, and DIST can be defined in accordance with
existing work [350]. However, our initial definition of the KNOW
component to capture what parts of a graph have already been ex-
plored is rather rudimentary. A promising alternative could be to use
gaze-controlled approaches, for example, based on the work recently
published by Okoe et al. [266].
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4.5.3 Summarizing Remarks

In this section, we addressed the human as the fourth cornerstone of
interaction in visualization. With event-based visualization and nav-
igation recommendations, we presented two approaches to reduce
the gulfs of execution and evaluation of Norman'’s [262] interaction-
feedback loop. Interestingly, both approaches are, in a sense, in con-
trast to our previous focus on interactive solutions, because at their
core they are analytic methods: finding interesting events in the data
and determining interesting navigation targets. What this contrast il-
lustrates quite well is that it definitely makes sense to critically ques-
tion interaction and investigate alternative methods to improve visu-
alization. So, the proposed solutions close the circle to the discussion
on useful and harmful interaction from Section 2.4.

Of course complementing interaction with our solutions raises ques-
tions related to balancing automatic and interactive methods. Such
questions have to be answered individually depending on the applica-
tion scenario and user expertise. For example, Cooper et al. [87] state
that casual users need basic functionality, that experienced users tend
to explore enhanced functionality, and that expert users seek ways to
automate tasks. Although these statements provide some indication,
it is left for future work and longitudinal studies to more thoroughly
investigate guidelines on balancing interaction and automatisms.

A second concern, not only relevant to our solutions, is the need to
appropriately estimate user interest. Both approaches presented here
depend on the existence of suitable definitions of user interest: event
types and DOI specification. Yet in real-world applications, these def-
initions might turn out to be difficult to set up. Therefore, it makes
sense to continue researching alternative means for estimating user in-
terest, where gaze-based approaches appear particularly promising.

Overall, we can conclude that addressing the human is vitally im-
portant for interaction in visualization. Here we focused on the hu-
man as the user of interactive visualization tools. On the other hand,
we mentioned that the human can also be in the role of the visualiza-
tion engineer. With the multi-threading architecture from Section 4.1,
we already provide support for the human engineer. Our event-based
approach to visualization adds to this support, because it provides
a conceptual model according to which visualization engineers can
enhance other visualization techniques with automatic parameter ad-
justments.

For the future, we see an increased relevance of complementing
interactive visualization with assistive methods. Under the umbrella
of guidance in visualization, ongoing research investigates how the
human can be supported at different levels, including guidance to
visualize data effectively, guidance to assign tasks to the right user,
and guidance to employ suitable technologies [298].
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4.6 SUMMARY

In this chapter, we presented 1+8 novel approaches related to inter-
action in visualization. We started out with a multi-threading archi-
tecture laying out a technical foundation for interactive visualization.
Then the four cornerstones of interaction, the data, the tasks, the tech-
nology, and the human, were addressed with two novel approaches
each. We presented techniques for intermediate-level interaction with
graph data and movement data. Higher-level interaction support was
discussed in relation to visual comparison and data editing tasks. Ad-
dressing modern technology, we investigated low-level tracking of
tangible views above a tabletop and tracking of users in front of large
displays. Finally, we proposed two approaches to reduce the gulfs of
interaction for the benefit of the human user.

All approaches were described in a compact fashion focusing on
key aspects and on establishing connections among the cornerstones
of interaction. The following Part ii of this work contains the 